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Abstract 

The beam and spectrometu lucd in Fermilab Experiment 687 to study 
the photoproduction md decay of charm particles are described in de- 
tail. The photons are produced by a wideband electron beam which CM 
operate at enugie~ up to 600 GeV/c. The spectrometer consista of a 
high resolution &con micrcntrip detector, a large aperture dipole mng- 
net, proportiond chambers, a second large aperture dipole, and more 
proportiond cbambas. Three multice!Jed threshold &xnkov counters 
provide charged pa&de identbkstion. Electromagnetic cdorimetus out- 
side the aperture of the second analysis magnet and at the downstream 
end of the spectmmeta provide electron identification and photon xcon- 
strnction capability. A hadron calorimeter which follows the dawrutream 
electromagnetic cdmimeter is ared to trigger on events with bsdrons in 
the find state and to reject purely electromagnetic events. Detectors for 
moron identiiication are located after the hadrometu and also outside the 
yoke of the second analysis -et. The tracking sy&m in capable of 
rescdving the secondary decay verticn of charm and beauty mewma and 
beryons from the p rimuy interaction vertex. It dm dctemdnn the in- 
varied masm of the multibody lind states of particles contdntng heavy 
qewba with ucdlent raoiutiau. The particle identification #y&em, DXUOIX 
detection system. and deetmmegnetic cdorimetry allow one to identify 
ckdy the leptons, kaons, and protom present in these Aprl states. Thin 
collection of detecton produces very clean signals for charm particles and 
pen&s one to make -, cross cheeks of the qpust~. The perfor- 
nvnce ls illustrated for a variety of chum signals. Of parti& interest 
ia a description of the tracking through the silicon miao&ip detector and 
its we in isoktiq downstream decay vcrticn. Two complementary ap 
proachu to the reconmtmction of secondary decay rutica are presented 
md insight is gaiuined by c0mp.G~ their strcryth. md reakneues. 



1 Introduction 

The purpose of Fermilab experiment 667 is to study the production and decay 
of charm and beauty particles using a high intensity, high energy photon beam. 
Since charm production by photons occurs in roughly lo-’ of the hadronic 
events and beauty production at perhaps the lo-’ level, it is necessary to have 
a highly efficient, large acceptance multiparticle spectrometer, capable of oper- 
ding at high rates. 

The Fermilab Wideband Photon Spectrometer presented in Fig. 1 is a two- 
magnet spectrometer with large acceptance for charged and neutrd hadrons and 
fox muons, electrons, and photons. Charged particle tracking is accomplished 
by a silicon micrwtrip detector with 8,400 strips and a proportional chamber 
system with 13,400 wires. Three multi-celled Cerenkov countera provide charged 
particle identification. Neutral vees can be reconstructed over a decay path of 
about 10 meten. Photons and electrons are detected by two lead-scintillator 
arrays, one at the center of the aperture and one et large angles. Muons are de- 
tected over the full aperture by scintillation hodoscopes and proportional tubes 
inserted behind steel hadron f&en. A gas hadron calorimeter is used in the 
trigger to reject purely electromagnetic events. This complement of detectors 
permits the observation of II wide variety of charmed baryon and meson de- 
cay modes. In particular, the microstlip system is designed to separate tracks 
coming from the downstream decays of charmed or beauty particles from those 
emerging from the primary production vertex [l]. The experiment has already 
presented results on charmed decays of the Do, D+, Dt, and the A$ [2]. Ex- 
ampla of charm signals an shown in Fig. 2. In section II the photon beam end 
its instrumentation are described. In section III the spectrometer is presented 
in detail. Also included in this section is a description of the data acquisition 
system and the triggering criteria. Section IV presents techniquea of data IC- 
construction and analysis ineluding tracking, neutral vee reconstruction, particle 
identification, vote&g, calorimetry, and Monte Carlo simulation techniques. 
Section V is devoted to tracking in the target region with a special emphasis 
on the use of the silicon micro&rip system to separate decay vertices from the 
primary interaction vertex and to perform lifetime measurements. Section VI 
presents various performance checka on the tracking and particle identification 
which demonstrate condtively the capability of the detector. 
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2 Photon Beam 

2.1 Description, Yields, and Backgrounds 

For many years, high energy photon beams have been recognized ae a good place 
to conduct investigations ofcharmed partides[3]. The cross section is a relatively 
large fraction - approximately 1% - of the total hadronic crow section at high 
energies. The challenge wee to develop a high energy and high intensity beam 
that produces enough charmed particles to obtain very high statistics so that 
one can answer really detailed questions about charm production and decays. 
The Fermilab Wideband Photon Beam is an attempt to meet that challenge. 

At a proton accelerator, photona are derived indirectly from the strong inter- 
actions. One must solve two problems in order to make a clean photon beam: 
first, one must collect particles produced over a wide range of momenta and 
anglea to form the beam; second, one must remove all the unwanted partidea 
which are produced together with the photons. The unwanted particles include 
charged hadrons, s+,r-,K+,K-,p,and ji, aa well aa neutral particles such as 
neutron, and K;‘a. 

The photon beam is produced by the conventional “bremsstrnhlung method” 
[4, 61. This is accomplished aa follows: 

1. 800 GeV/c protons interact in a target, the “primary production target”. 
Neutral pions are crested and immediately decay into two photons. Im- 
mediately downstream of the target are sweeping msgneta which remove 
alI the charged particles. The photons emerge from the target box at rero 
degreea. 

2. They then interact with a lead foil, the “converter”,wherc they produce 
electron-positmn pairs. 

3. The electrons (more on this point later) are then captured by a conven- 
tional beam transport consisting of dipole magnets and qnadrupoles. The 
electrons are bent away from sew degrees. Neutral h&one, neutrons 
and Ke’a, along with unconverted photons, travel straight ahead at zero 
degreea and exe absorbed in a “neutral dump”. 

4. The electron beam is transported around the dump and is eventually 
passed through (L thin lead foil, the “radiator”, to produce photons by 
bremsstrahlung.The electrons are then deflected off to the side by dipole 
magncts,“electron sweepers”, and into a dump, the Uelectron dump”, while 
the photons pass straight ahead to the experimental target. 

Figure 3 showa schematically the various steps required to produce B photon 
beam by this method. Figure 4 shows (L schematic of the charged particle 
transport employed in the Widebsnd Photon Beam. 
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Figure 3: Steps required to produce a bremsstrahlung photon beam 
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Figure 4: Charged particle transport for the Fermilab Wideband Photon Beam 

The photons produced by this method have emerged Gom a chain of three 
interactions and one decay process: the primary interaction which produced a 
&’ which then decayed to two photons; a conversion of one of the photons to 
an electron-positron pair; and the bremsstrahlung of the electron to B photon 
and an ektron. The +’ decay, the pair conversion and the bre~sstrablung 
interaction all degrade the final energy of the photon which emerges from the end 
of the chain. The photon beam is thus a ‘tertiary’ beam and it is difficult, using 
this method, to achieve high intensity, especially at high photon energies. The 
advantage of this technique is that it is relatively Gee from hadronic background 
compared to other methods. This is discussed in more detail below. 

In order to achieve intense beams of high energy photons, it is crucial to 
collect electrons emerging Gom the converter over a very large range of an- 
gles and momenta. Since the electrons are charged, they may be collected by 
qnrxirupoles and it is possible to achieve large angular acceptance in this kind of 
beam while achieving a reasonably small beam spot on the experimental target. 
The optics of the Wideband Beam is arranged to collect electrons with a range 
of flS% around a ‘central’ momentum setting. 

The dipole arrangement in the secondary beam is a ‘double dogleg’. It 
has two important features: first, there are no dipoles before the first set of 
qnedrupoles and the bend angles in the dipole string in the center of the beam 
cancel each other so that there is no net first order momentum dispersion in 
the downstream quadrupole section of the beam; second, all the bends are very 
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Table 1: Wide Band Beam I 
Horisontd spot sise at production target 
Vertical spot sise at production target 
Geometric horirontal angle excepted 
Geometric vertical angle accepted 
Geometric solid angle accepted 
Maximum momentum bite 

Effective acceptance 

Horisontd spot at experimental target 
Vertical spot at experimental target 
Horisontd divergence at experimental target 
Vertical divergence st experimental target 

9perties 
62 = *1mm 
6y = *1mm 
8-e. = il.Omilliradian 
ae, = *0.75miuirwiian 
an= 6.0p*k+adionr 
9 ~*15% 

Anx$t!9Efi&r-% 

62 = f1.25.m~ 
6y=iO.75m 
68. = ztO.6milliradian 
68, = ~0.5milliradian 

small. The first feature keeps the beam relatively smell aa it passes through the 
quadrupoles. The second preserves the momentum acceptance in the double 
dogleg itself. The dipoles are all of the Fermilab ‘8-3-120’ [6] type and have 
apcttura which are 6 in. x 3 in. 

In the upstream part of the beam, there is a flu-gathering symmetric 
qnadrupole triplet, consisting of standard Fermilab ‘4Q120 magnets[‘l], which 
have 4 in. apertures. The Reid gradients an chosen to focus the low momentum 
components at the momentum slit in the middle of the double dogleg both ver- 
tically and horizontally. The high momentum components are not well focused 
and are essentially parallel near the center of the dogleg. At the downstream end 
of the beam, another symmetric qnadrupole triplet of 44120 magnets images 
both the highest and lowest momentum components of the beam onto the er- 
perimentd target. Thus, in conventional terms, the beam is a ‘two-stage’ beam 
or ‘point-t-point-k-point for the low momentum components but is a ‘one 
stage beam’ with ‘point-t~pruallcl-to-point’ optics for the higher momentum 
components. The intermediate momentum com$onents are not well-focussod. 
It is obvious that, while this arrangement produces high acceptance, it will 
not produce a small beam spot at the experimental target because most of the 
momentum components of the beam an not truly imaged at the target. 

The parameters of the Wide Band Beam are shown in Table 1. The beam 
spot hae a half width of over a centimeter at the base. This can be a disadvantage 
in some situations and an advantage in others. 

The method by which the optics is arranged to achieve a large momentum 
and angle acceptance has been explained. Several other choices of parameters 
influence the final flu that can be achieved. These parameters are the ma- 
terial and thickness of the production tsrget, the converter, and the radiator. 
Each hae an ‘optimum’ value. One eannot make the production target too long 
because photons can convert aa they travel Gom the production point to the 
end of the target. The converter cannot be made too thick because the elec- 



Id’, 
*e-/p electrons vs 800 GeVlc ; 

Tt. 
~ 0 

incident protons 

I* . = mme Carla 
I -i aeam ui,n 

,a~./ 
~.5”co,limam 

*. a = 2nd mmsurmwm 

T’ E~c% J5”colllmamr 
4. 

lo-iii 
200 zoo nco 500 600 650 

%Ctron Energy tGeVi 

Figure 6: Electron yield per incident 800 GeV proton aa 8 function of electron 
ClUXg, 

trons radiate energy via bremastrahlung an they travel through the radiator 
from the production point. Increasing the converter beyond a certain thickness 
will produce more electrona but will ‘soften’ the energy spectrum. The result 
is a reduction in the number of ‘high energy’ photons. Finally, if the radiator 
is made too thick many of the electrolu give rise to more than one photon and 
this can make the interpretation of the events more difikult and can create rate 
problem. in the detectors of the experiment. 

A full calculation of the flu must include aU these effects and is carried 
out by Monte Carlo techniques. Baaed on the Monte Carlo calculation, the 
production target wan chosen to be lgin. of beryllium and the converter was 
chosen to be 50% of a radiation length of lead. The radiator was chosen to 
be 20% of a radiation length of lesd baaed on studies of the effect of multiple 
bnmutrahlung on the performance of the experimental apparatus, erpecially 
of the microstrip detector. 

Figure 5 nhowa the measured electron yielda per incident 800 GeV/e prc- 
ton and comparea them to the Monte Carlo calculation. For energies above 
250 Gel’, messurcd values are within 15% of the calculated v&es, consistent 
with the ryrtematic uncertainties of the meslurements and extrapolations used 
in the calculation. The photon spectrum obtained with the central e- beam 
momentum set to 350 GcV/c is shown in the next section. 

One major mason for using the bremsstrahlung style beam van to reduce the 
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hadronic background in the beam. The sources oi this background are neutrons 
and Kg’s in the beam. These neutral hadrons escape the target box along 
with the photons. When they strike the converter, a small fraction of them 
interact and may produce high energy charged hadrons which are captured by 
the secondary (electron) beam transport. Ii the secondary beam is set up to 
transport negatively charged particles, the background in the secondary beam 
is mostly r-. Ii the secondary beam is set to transport positive particles, then 
the background is a mixture of x+ and protons and is typically higher than ior 
the negative setting. The relative number of protons also risea aa the secondary 
beam energy spproachea the primary beam energy. For these reasons, one always 
chooses to operate the secondary beam so as to capture and transport negative 
particles. The charged hadrons will eventually arrive at the ‘radiator’ where 
they may undergo hadronic interactions. These hadronic interactions are only 
a problem if they produce neutral particles that are at such small angles that 
they will eventually strike the experimental target. This means that they must 
be produced within a milliradian of the incident charged hadron. Any charged 
particles produced in these collisions will be removed by the ‘electron sweepers’ 
just downstream oi the radiator. 

Hadronic background corn” from a sequence of events each of which has 
relatively low probability. The resultant background oi neutral hadrons at the 
experimental target is, both from Monte Caxlo calculation and from measure- 
ment, lo-’ neutrons per photon. The production oievents by these neutrons is 
the&we under 1% oi the photoproduction of event8 with hadrons in the final 
state. 

The beam can be operated in a variety of modes to help calibrate erper- 
imental equipment. By turning the electron sweepers off and removing the 
radiator, one can bring the electron beam directly into the experiment and use 
it to calibrate the electromagnetic calorimeters. By inserting a lead absorber 
into this ‘electron beam’, one can remove the electrons and obtain a beam oir- 
which C(UL be used to calibrate the calorimeters. If a 1Ofl long steel absorber 
is moved into the beam near the upstream end, all the electrons and pious are 
absorbed. The dominant flux through the detector consists of muons which have 
escaped from the primary target box. This sc~alled ‘muon beam’ is composed 
oi high energy muons traveIling at small angles to the central axis of the beam 
and spread out over the whole detector. It can be used for detector alignment, 
chamber efficiency studies, muon detector calibration, and many other purposes. 

2.2 Beam Tagging System and Beam Gamma Monitor 

The Wideband Beam has a simple photon energy tagging system. It is shown 
schematically in Fig. 6. Its purpose is to determine the energy of the interacting 
photon on an event-by-event basis. It also serves the function of requiring a 
selectable minimum electron energy loss in the radiator in the Level II trigger 
to effectively “harden” the bremsstrahlung spectrum. 

10 
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Figure 6: Schematic oi Recoil Electron Tagging System 

The incident electron, momentum selected by the Wideband Beam, strikes a 
lead radiator, producing photons by bremsstrablung. The electron, after this en- 
ergy loss, is momentum analyzed in a magnetic spectrometer with the Radiated 
Electron Shower Hodoscope (RESH) as detector. Electrons are identified by a 
large energy deposition divided by momentum (E/p) in this RESH hodoscope. 
Multiple bremsstralung may OCCIIZ in the radiator. Typically, only one photon 
interacts in the experimental target. The energy of any non-interacting phc+ 
tons is measured in a sero-degree shower counter, the Beam Gamma Monitor 
(BGM), located towards the end of the spectrometer. The physical properties 
of these detectors rue given in Table 2. 

The photon energy is calculated, on an event-by-event basis, from the iol- 
lowing formuIa: 

where: 

Eo = E’ + k~nr.r.erin, + c k.uitim.r (1) 
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counter Nominal Centerline Nominal # Layers, Material, 
N8Ule Photon Magnetic Width and Thickness 

‘M Deflection 

(GeV) (in. ) (in.) 

non- 
Radiating 0 4.09 
Electrons 

RESH 1 136 7.31 2.5 25 Pb,Ludte,l/4 in. each 
RESH 2 206 9.98 2.5 )1 
RESH 3 235 12.56 2.5 n 
RESH 4 254 15.14 2.5 n 
RESH 5 266 17.72 2.5 ” 
RESH 6 278 20.30 2.5 n 
RESH ‘7 266 22.68 2.5 n 
RESB a 293 25.46 2.5 ” 

FLESH 9 302 29.79 6.0 20 Pb,Acrylic Scint,l/4 in. 
RESH 10 310 37.54 11.5 20 Pb,Acrylic Scint,l/4in. 
BGM 0 9x9 45, Pb,Lucitc,l/Bin. each 

Table 2: Tagging Counter Specifications. The lead is stiffened with 6 % Sb by 
weight. The vertical (non-bend) sise of the RESH counters is 6 in. The RESH 
10 aperture is limited by the tagging magnet vacuum chamber wall. 
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is the incident electron energy, 350 GeV 550 GeV (6). For this 
analysis, the incident electron is assumed to be the nominal 350 
GeV beam energy. 

E’ is the energy of the electron after radiation as measured in the 
magnetic spectrometer and RESH hodoscope. 

bs:.r.ctin, is the energy of the photon interacting in the experimental target 
producing the hedronic event detected in the E-667 spectrometer. 

C klutcionrc is the sum of the energies oiany additional multiple bremsstrahlung 
photons produced by the electron in the radiator (and either not 
interacting in experimental target or interacting and striking the 
BGM counter). 

The*, bin:.t..rcn, = Eo - E’ - C b.utrim.l. 

The uncertainty in each of these terms limits the resolution in the estimate 
of the energy oi the interacting photon. The major limitation is due to the 
i50 GeV energy spread oi the incident electron beam. The photons cannot be 
tagged to a greater precision than this &SO GeV o. For iuture runs, an incident 
beam magnetic spectrometer has been installed to measure the incident electron 
momentnm to f2%. This system is described in Appendix B. 

A second major concern is the multiple bremsstrahlung in the thick radiator. 
Fox most of the run, a 0.20 X0 Pb radiator WM used. There was an additional 
0.07 X0 effective radiator due to nearby beam monitoring scintillation counters 
and titanium vacuum windows. The&ore, the total effective radiator was 0.27 
X0. 

2.2.1 Hardware 

The magnetic field which bends the radiated electron was generated by sir 
dipole magnets which were prototypes ior the Fermilab Anti-proton Accumula- 
tor Ring[6]. They produced a J B x dl oi 69.5 kilogauss-meters at an operating 
current of 1190 Amperes. The distance from the effective bend point to the 
RESH plane (shower maximum) WIN 13.335 m. The non-radiating nominal 350 
GeV electrons were deflected 10.24 cm from the photon beamline and struck a 
lead and steel dump. The dipole sweeping magnets were offset to the west to 
increase the horizontal aperture and good field region for the radiated electrons. 

The RESH hodoscope counten were either lead-lucite or lead-acrylic scintil- 
later shower counters oiabout 24 X0 depth. The RESH counters were outfitted 
with RCA 8575 photomultiplier tubes and transistorized bases [Q]. 
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Table 3: RESH patterns considered valid by trigger logic 

RESH(i) a single hit 
or RESH(i)xRESB(i+l) two adjacent hita 
or RESH(i-1)x RESH(i)xRESH(i+l) three adjacent hits 

The BGM is a lead-kite shower counter (45 layers of l/g in. Pb (+ 6% 
Sb) snd l/g in. lucite) of 24 X0 depth with bent lucite light pipes leading to a 
Amperes 5gAVP photomultiplier tube with B 9 stage resistor base [lo]. 

The RESH counters and BGM had CAMAC-controlled pulsed LED’s for 
performance and gain monitoring. 

Since this tagging system was intended to operate at high rates, it was 
important to minimize the time resolution, and to have pulse pair resolutions 
of one RF bucket (l&g ns) if possible. The coincidence resolving time for the 
coincidence registers WM approximately 4 na. Due to problems with the ECL 
gate driving circuit feeding the LRS 1885 ADC’s, the minimum gate widths for 
RESH snd BGM were 38 “sec. corresponding to two RF buckets. 

2.2.2 Usa of RESH in Triggering 

The typical energy deposition in a” individual RESH(i) counter is shown in 
Fig. 7. There is a prominent peak due to the momentum analyred radiated 
electron striking “ear the center of the individual RESH(i). There is a tail on 
the low energy deposition aide due to transverse shower leakage for electrons 
striking that RESH “ear either of its side edges. There is also a tail extending 
upward from pedestal due to radiated electrons striking a” adjacent RESH(i-1) 
or RESH(i+l) hodoscope cell with some energy deposited in RESH(i) due to 
tranwene shower spread. Such shower sharing between adjacent RESH coun- 
ten ca.” be used to localire the electron impact point to considerably better 
resolution than the RESH counter width. Due to the resolution limitations 
inherent in the untagged incident wide band electron beam, a simpler tagging 
algorithm was used. 

A discriminator threshold WIU set at approximately 20% of the nominal 
radiated electron peak for each RESH counter. This logic signal was latched in 
a coincidence register gated by the MASTER GATE (MG). The output of this 
latch wm the” rent to a LeCroy LRS 4516 Programmable Logic Unit (PLU). 
Tbia PLU then passed the RESB hit patterns to the Level II trigger logic, 
consistent with a single electron striking RESH. The valid patterns are shown 
in Table 5. Since the triple adjacent hit pattern occurred less than 1% of the 
time, this triple pattern wan cut in the offline analysis. 

There were three levels of RESH signals pasaed from the RESH PLU to the 
Level II trigger correapo”di”g to: 
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Figure 7: Typical RESH counter pulse height spectrum 

l- RESB-LOW nominal electron energy loss greater than 116 GeV 
2- RESH-MED nomind electron enezgy loss greater than 193 GeV 
3- RESH-HIGH nomind electron energy loss greater than 212 GeV 

It is again noted that the electron energy loss represents the sum of the 
energies of the radiated photons. Most of the data was taken using the RESB- 
LOW threshold. 

The use of the patterns for the 10 single RESH hits and the 9 adjacent RESH 
hits provided 19 photon energy tagging bins. This is more than adequate since 
the difference between a+cent bins was typically smdIer than the incident 
electron beam momentum uncertainty. 

2.2.2 Performance 

Photon Tagging System performance data were taken during dedicated runs 
where either an electron beam was taken directly to the BGM counter or a pho- 
ton beam wm used, but with a simple charged partide trigger with the spec- 
trometer andyring magnets OFF to dIoa converted pairs to strike the BGM. 
Tbia allowed cross calibration and monitoring of the RESH and BGM systems. 
Figure 8 shows the electron beam energy Distribution measured caIorimetdcdIy 
in the BGM shower counter. The photon beam energy distribution is shown in 
Fig. 9, for a 0.27 X0 effective radiator. There is no requirement of a RESH tag 
in this spectrum. The spectrum shape is fitted with the form 

dn 1 1 -z---x 
4 9’ 1+ ezp[T] 
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Figure g: Electron beam energy distribution for 350 GeV central beam setting 

” 
Table 4: Fit parameters for description of photon spectrum 

II a = 0.73 i 0.02 II 
Gnd = 398 GeV f 3 GeV, the endpoint of the photon spectrum, related 

X 
to the incident electron beam energy 

= 28 GeV f 1 GeV, the incident electron energy spread. 

where q in the total energy of all the photons radiated. Fitted vdua are given 
in Table 4. 

A ‘thick target’ bnmsatmhlung Monte Carlo calculation predicts a = 0.73 
for the distribution of q, the sum of the photon energies or the electron’s energy 
loss for a 0.27 X0 radiator, in good agreement with the experimental distribu- 
tion. 

Figure 10 shows the tagged (electron energy loss) photon spectrum, inte- 
grated over all accepted RESH tagging hit pattern configurations. Figure 11 
shows the Photon Tagging Efficiency obtained by dividing the Tagged Photon 
Spectrum without RESH trigger requirement into the same distribution rcquir- 
ing the RESH-LOW trigger to be set. Typical tagged photon spectra (measured 
in BGM) for aelected tagging RESH hit patterns are shown in Fig. 12. 

Figure 13 shows how the RESH and BGM work together in determining the 
event energy on an event by event basis. Plotted first is the electron energy loss 
from RESH minus the J/J, energy for quasi-elastic events determined from the 
magnetic spectrometer. The ~aumed incident electron energy is 350 GeV. The 
energy does not balance due to extra multiple photons that are coincident with 
the photon producing the J/+ but are not accounted for. By subtracting also 
the summed energies of these non-interacting photons hitting the BGM counter, 
the energy balance is improved, M shown in the second plot where the energy 
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Figure 10: Tagged photon spectrum 
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Figure 13: Energy balance between elastic J/4 and calorimetric photon energy 
8) without Beam Gamma correction; b) with Beam Gamma correction 

spread (u) is consistent with the uncorrected beam momentum spread and the 
tail on the low side has disappeared. 

2.2.4 Problems and Future Solutions 

The problem of the incident beam momentum spread and its solution using .s 
beam spectrometer were mentioned above. 

A second serious problem occura due to second order processes in the thick 
radiator. Some of the photons produced can be reconverted into e+e- pairs 
within the radiator. This will either lose photons destined to strike the expel- 
imentd target, leading to a mis-measored flux, or produce “false tags”. These 
f&e tags can be generated when an incident electron suffera only a small en- 
ergy lou within the radiator. It is not deflected sufficiently to register in the 
RESH hodoscope, but strikes the electron dump. A photon radiated by this 
electron can pair-convert in the radiator, possibly having the electron from the 

pair fall within the RESH acceptance. This is a more serious background as the 
apparent tagging energy increases. The bremsstrahlung tail near zero energy in 
the BGM can be seen to increase m the tagging energy increases in Fig. 12 a 
through Fig. 12 f. These backgrounds will be identified in future runs by adding 
dump counters at the electron dump and shower counters on the positron aide 
of the sweeping magnet. 
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Figure 14: Picture of spectrometer analysis magnet 

3 Spectrometer 

23.1 Analysis magnets 

Momentum analysis of charged tracks is achieved by measuring their deflec- 
tion in two large aperture dipoles, designed cspeciaUy for use in multiparticle 
rpectlometen in the Fermilab Tevatron II program[ll]. The two dipoles are 
identical except for the details of the magnetic shield plates on their ends. Fig- 
ure 14 is a drawing of one of these magnets. The magnet is oriented to deflect 
charged particlea vertically. The inset is the magnet’s excitation curve, taken 
with a HdI probe near the center of the magnet. Also shown, is the coordinate 
system used to describe the spectrometer: the I axis is along the beam direc- 
tion with downstream being more positive; the y aria is vertical with up the 
positive direction; and x is horirontd with the positive direction chosen to form 
a right-handed system with the y and s axes. The magnets have .a maximum 
pr kick of 1 GeV/c. The first magnet, Ml, is operated at .s kick of 0.400 GeV/c 
and the second magnet, M2, haa a p, kick of 0.850 GeV/c. Ml and M2 bend 
in opparite directions. The z&o of the kicka is arranged so that charged tracks 
return to their original undefiectcd position toward the downstream end of the 
spectrometer, nomindly near the inner electromagnetic calorimeter (IE). The 
propertiea of the magnets are listed in Table 5. 

This particular arrangement of magnet orientation and currents haa the fol- 
lowing effect on event topology. There is a very large rate of ewe- pairs coming 
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Table 5: Analysis Ma81 

Central field 
Maximum pt kick 
Field uniformity 
Steel yoke length 
Effective length 
Effective length/pole length 
Total length 
Maximum current 
Voltage at mar current 
Total power at mar current 
Total flow (50% glycol) 
Pressure drop across coils 
Conductor diameter 
water passage diameter 
Total weight 

Specifications 

14.0 kilogauss 
0.97 Gev/c 
*2.6% 
66 in. 
101 in. 
1.55 
104 in. 
2500 amps 
160 Volts 
400 kW 
118 gpm 
150 psi 
1.855 in. x 1.375in. 
O.Blin. 
272 Tons 

from the experimental target. These events must be suppressed with high ef- 
Aciency by the experiment’s trigger. They are produced with little transverse 
momentum so they populate a region which is approximately the size of the 
beam. After they pau through the first analysis magnet, they are dispersed 
into a vertical swath whose horirontal width is again just the horizontal beam 
sire. They are bent beck towards the beam axis by M2. The lowest energy par- 
tidn strike either the pole tip of Ml or the upstream face or pole tips of M2. 
The surviving particlea come together to reconstitute the beam protile at the 
end of the spectrometer. The momentum recombiiation is somewhat smeared 
by the low of energy of the electrons and positrons via bremsstmhlung in the 
material of the spectrometer. Hadronic final states are much more spread out 
in angle. The geometric distribution of electromagnetic events, shown achemat- 
ically in Fig. 15, is exploited by the trigger. Most hadronic events, and nearly 
all events containing charm or beauty, will have at least two particles outside 
the pair region at the downstream end of the spectrometer and will produce 
counts in the BxV hodoscope. Electromagnetic pairs will only rarely produce 
counts in this hodoscope. 

The data analysis requirea II very precise knowledge of the shape of the 
magnetic field. This is particularly important for the reconstruction of neutral 
vees decaying into charged tracks inside Ml. The fields of the analysis magnets 
were measured using the Fermilab Ziptrack device[lZ]. The Ziptrack consists of 
& ret of 3 orthonormal coils mounted in a small cart. This cart moves along a 
rigid aluminum rail which extends through the aperture of the magnet and is 
supported at both ends by a m&wined positioning device. The rail lies along 
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PLAN WEW (NON--BEND) 

Figure 16: Schematic plot of the geometric distribution of electromagnetic 
events 

the I axis (photon beam direction). The procedure is to position the rail at 
some (qy) position and then the cart is pulled at an approximately constant 
rate of speed along the rail. The charge created by the induced EMF in each coil 
is measured by a precision ADC at a selectable interval; in this case the interval 
wan about 2.5 cm. The entire operation of the Ziptrack including positioning of 
the rail and recording the ADC data wm controlled by a PDPll series computer 
through a simple command interface. 

The data from this procedure consisted of 9x91400 (x,y,z) points with 2 
measurements of (B.,E,,B,) at each point (down and back on the cart trip). 
Surveys of the cart in its ‘start location’ approximately positioned these field 
measurements with respect to the spectrometer cqordinate system. 

A field map is obtained from this data by fitting the x-y behavior of the 3 
components of the field every 2.5 em in s. The At chosen WM a polynomial in 
I and y with s-dependent coefficients of the form: 

B‘ = c C$! (z) a”’ fl, (i=*,u,z) (3) 

It w(u possible to orient a magnetic coordinate syatem where B. , the dom- 
inant field component, hsl reflection symmetry in both I and y. This meant 
that terms in the B. polynomial containing odd powers of I and y up to and in- 
cluding terms with m+n = 4 were net to sero. This gave 6 non-IC~O co&cients 
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Ck’ , Cl’) C(*) 2s I OS v C&‘, &). and C&‘. The Maxwell relation t x g = 0 

allows one to express all C$” and C$’ coefficienta in terms of the six allowed 

Cj;” coefficients. Up to m + n = 4 there arc 3 nonrero C(r) and 3 C(‘) terms. 

It turned out that the B. field of EBB7 analysis magnets had rather weak 9 

dependences and higher quality information on C$’ and CA;) could be obtained 
from fits to the BP field. 

Several effects had to be corrected in the data before this fit produced useful 
results: 

l The integrators accumulated excess charge at a rate linear in time and 
edculable from the difference in starting and ending values of the field for 
each ‘sip” in 1. 

. The field data had to be scaled to match NMR measurements of the central 
field and Ball probe readings of the fringe field at the start and end points 
on each side of the magnet. 

l The coordinate system of the positioning device was not orthonormal or 
precisely aligned with the magnet symmetry axes. These errors, typically 
a fen milliradianr, al&ted the actual (r,y,s) position of the cart at each 
of the measurement points. 

l The coil axes (inside the Ziptrack cart) were also not orthonormai or 
precisely aligned. Thae mimlignments caused apparent violations of 
Maxwell’s equations in the measured flcld. 

The coordinate system and coil rotation anglea were corrected empirically 
by looking for reflections of the ‘symmetry allowed’ components into other ‘sym- 

metry forbidden’ coefficients. For example a Cg) codficient that had the same 

shape a~ the main component C$,) would indicate that the By coil was not ori- 

ented perpendicular to the x-axis. The sise of the Ck’ coefficient would indicate 
the rotation angle. Similarly a nonorthogonal orientation of the 3 probes will 
create an apparent violation of Maxwell’s equation: 

. - 
V.B=C,, +C$)+.%‘) - 0 (=I 

01 w - (?) 

The s-dependence of the apparent divergence can be used to find the nature of 
the probe nonorthogonality. Rotationa of this type were applied to the data and 
the fits redone. When the 6 rotation angles associated with the coils, 6 angles 
for the positioning apparatus and 3 offsets for the positioner were adjusted, the 
resulting fits satisfied Maxwell’s equations and all ‘symmetry forbidden’ field 
components disappeared. At this point the fit was redone and only the M.a.xwell 
allowed symmetry term8 were allowed to contribute. Figure 16 shows the results 
of these fits by comparing the Mc.xncU related terms (BB,/Bs, BB,/Bz) and 
(BB./By, c9Br/Ba) as functions of 1. The agreement with Maxwell’s equations 
is seen to be excellent. 
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from the divergence of B. 

5.2 Target 

During the run, two different targets were used in the experiment : a beryllium 
target and an active silicon taxget. 

The beryllium target, shown in Fig. 17, was composed of 5 blocks, with (L 
thickness of 4 mm each, separated by thin air gaps. The diamond hope of 
the downstream 3 blocks vres designed to match the high resolution region of 
the first station of the microstrip detectors. The total length WM - 4.5 em 
corresponding to a radiation length of - 11.5 % and an interaction length of 
10%. 

The active target con&ted of 48 silicon detectors [13] with an active area of 
2cm x 2 cm, divided in four equal regions, w shown in Fig. 18, and a thickness 
ranging from 200 pm to 250 pm. The detectors were assembled in an alternate 
crossed geometry to provide a tranrvcne resolution of 5 mm x 5 mm. To increase 
the interaction probability in the first region of the target, twenty nine 300 pm 
thick beryllium layers were inserted among the first detectors; the resulting 
length of the target wan - 2.7 cm , corresponding to - 14% of a radiation 
length and - 4.7% of an interaction length. 

This configuration permitted the reconstruction of secondary vertices by 
looking at the multiplicity steps along the active target and the direct detection 
of the primary vertex by means of the large amount of released ionization charge 
when the interaction took place in the Silicon detectors. 

The beryllium target w(u employed for the major part of the data taking, 

24 



Figure 17: Beryllium experimental target 

Figure 18: Silicon wafer used in active target 
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the silicon target only for a small fraction equivalent to about 10 %. 

$23 Trigger counters 

A two level trigger is used. The first level trigger rejected a large fraction, ap 
proximately 90%, of the electromagnetic interactions of the photons and vetoed 
possible charged particles coming with the beam; the second level trigger re- 
quircd a certain amount of energy deposited in the hedron calorimeter or at 
least two muons. In addition, the trigger required at least one hit in the up 
stream PWC outside the region populated by e+e- pairs. The hadron calorimc 
tee and PWC requirement rejected more than 98% of the electromagnetic events 
surviving the first level trigger. 

The first level trigger made use of the scintillator counters AO, AM, TM, 
TRI, TRZ, OH and HIV. 

The purpose of the first 3 counters (AO, AM, TM), placed transverse to the 
beam upstream of the target, wan to detect and reject any charged particles 
(typically muons of the beam halo) travelling inside and cloue to the photon 
beam. The AM array was a set of 24 acintillator counters (25.4~~~ x 56.4cm 
each) of total dimensioua i.5 III x 2.5 m, placed - 6 u1 upatrcam of the target; 
TM was composed of 2 scintillator counters of dimensions 45.7cm x Blcm 
placed - 2.5 m upstream of the target. Both these sets of detectors surrounded 
the beam pipe. A0 wlyl a small scintillator (7.6 cm x 4.5cm) placed inside the 
beam line about 7 m from the target to veto charged particles coming right 
down the beam pipe. 

The TR counters, TRl and TRZ, were designed to detect the charged parti- 
cla coming from the target, so the coincidence between TRl and TR2 indicated 
that an interaction with at least one charged particle occurred in the target. 
TRl wan a small sdntiLator (3.5 cm x 2.5 cm) placed - 3 cm downstream of 
the target and just in trout of the microstrip detectors; TR2 was a scintillator 
counter of dimensions 22 cm x 22 cm placed downstream of the microstrip de- 
tceton, at - 46 cm from the target. The discriminator thresholds were set so 
that thenc counters produced logic signals to the trigger electronics for single 
minimum iouising particles. Thus, these counters were sensitive to e+e- pairs, 
dimuons, dihedrons, and multihadrouic final states. 

The purpose of the last two arrays of counters, OH and HIV, wan to reject the 
electromagnetic interactiona of photons and to select hadronic events. OH was 
one plane of 24 scintillatom covering the upstream face of the electromagnetic 
calorimeter (OE). It was designed to detect wide angle charged particles outside 
the center gap (- 8gc.m x 51~1x1) of the plane (Fig. 19). The HxV array was 
located downstream of the P4 chamber; it consisted of two &acent planes of 
scintillatars with 24 and 12 counters placed horizontally (H) and vertically (V), 
respectively (Fig. 20). Each plane was divided in two halvea positioned aide by 
side with a horisontal separation of - 7.6cm between them. Signals coming 
from these two detector arrays, OH and HIV, were organiaed in a suitable logic 

26 



OH 
/.- 1.2 Irk& 

T_ :B 

;. El 

Figure 19: OH counter geometry 

to define a pair of particles both of which were out of central gap and therefore 
much more likely to be from a hadronic interaction than a purely electromagnetic 
one. 

9.4 Tracking 

X4.1 Microstrip Detectors 

Tracking in the region between the target and the first magnet is performed by 
a eystem of silicon microstrip detectors, shown schematically in Fig. 21. The 
system [14] was designed to achieve the very high position accuracy needed 
to wparate the decay vertica of particles containing heavy davorr from the 
interaction vertex, while, at the same time, minimizing the total number of 
electronics channels (for cost resmns). 

It consists of twelve micrustdp planes grouped in four stations of three de- 
tectors measuring 6 j and k coordinate8 rcspectivcly: i at - IW, j at -/P and k 
at -8P with respect to the horisontd z asia of the spectrometer reference frame. 

The innermost central region of the system, covering the very forward pre 
duetion coue, has c+ resolution two times better than the outer one. This region 
is crossed by the most energetic tracks which are very close to each other and are 
less aflcctcd by Multiple Coulomb Scattering (MCS). The first station, which is 
the most crucial in determining the extrapolated error to the production point 
in the target, has twice the position accuracy of the othera. 

The geometry of the microstrip system is described in Table 6. All the 
detectors of the system are mounted on a high precision granite support which 
ensures correct alignment to better than ~t3pm over 5 cm. Actually, there are 
four granite frames, each of them holding the three detectors of a station. The 
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Figure 20: ExV counter geometry 

Figure 21: Silicon microstrip detector layout 

Table 6 

z position: 
1” detector 
2”’ detector 
3” detector 

active area 
high ren area 
strip pitch 
# of channels 

Properties of I 
I ststion 

-.6 cm 
0.0 em 
0.5 cm 
2.5 x 3.5 cd 
1 x 3.5 cm’ 
25.50 pn 
668 x 3 

tL 

I 

c Silica” n 
II station 

5.5 em 
6.0 cm 
6.5 em 
5x5cm’ 
2xScm’ 
50.10 pn 
6.38 x 3 
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:rostrip De 
III station 

11.6 cm 
12.0 cm 
12.6 cm 
5 x 5cm’ 
2x5cma 
50.10 pm 
668 x 3 

tee 

I 

ztor 
IV station 

23.5 cm 
24.0 em 
24.5 cm 
5x5cm’ 
zx5cm 
60.10 Jblu 
658 x 3 



four frames are aligned against the two orthogonal reference surfaces of the 
underlying granite bench. 

Each strip is read out by meana of a front-end preamplifier, a remote-end 
amplifier and a charge integrating FLASH ADC [14, 151; the analog signal at 
the amplilier output haa (L semigaussian shape with a base width of - 140na. 

The overall signal-to-noise ratio, after 200 ns integration in the ADC, eval- 
uated under real experimental conditions, is - 19 for one minimum ionizing 
particle. 

The analog single strip readout har been chosen to maximisc the ability 
of the system in dealing with aequeneea of a&cent hits; the released charge 
information given a simple estimate of the number of tracks involved and, in 
some cases, its pattern along the cluster permits a better determination of the 
track impact coordinates. 

The overall detection efficiency of every plane WM measured to be better than 
99% including non-functional strip and/or broken electronics channels. The 
resolution power of the whole system can be expressed through the extrapolated 
tnmaverse error to the mean interaction point in the target, which is about 7 
cm upstream of the first microstrip plane; it tuna out to be - 9 pm for infinite 
momentnm tracks crossing the high resolution regions of the twelve detectors. 

3.4.2 PWC ayatem 

The multiwin proportional chamber (PWC) system for E6g7 consisted of 20 
signal planes grouped into 6 stations with 4 planes per station. These stations 
were labeled PO, Pl, P2, P3, and P4, upstream to downstream. Stations PO, PI 
and P2 were located between the two analysis magnets with PO just downstream 
of Ml. P3 was located just downstream of M2 and P4 WM just downstream of 
the last Ccrcnkov counter C3. 

There were two typa of PWC ntationa, Type I (PO and P3), and Type II 
(Pl, P2 and P4). 

Each station had four views. The X view wires ran vertically and measured 
horizontal position. The stereo angle for the U and V views wea 11.3O from the 
Y view. The orientation of the wires, which is the same for Type I and Type 
II, is shown in Fig. 22. 

The Type I stations had an aperture of approximately 30 in. x SO in. (larger 
dimention in vertical) with four anode views, YVUX in upstream to downstream 
order. The Type I anode and cathode planes consisted of copper-clad G-10 cir- 
cuit boards laminated to solid G-10 frames milled for flatness. Wires were wound 
onto transfer framea, aligned and glued onto the frames and soldered to the cir- 
cuit boards. Flexible ribbon cables were plugged into headers soldered onto the 
circuit boards and carried the anode signal to connectors located outside the 
gns volume. All cathode and anode planes in a station were stacked within a 
sealed aluminum gar box with Mylar windows and a removable cover plate for 
access. The planes were stacked onto precision machined locating pins that pass 
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Anode Wire Orientation 

;Looking bownstreom) 

Figure 22: Orientation of PWC wires 

through two locating rings at one end of each plane. The locating pins fit into 
holes machined in the gas box and are visible from the outside so that survey 
and alignment of the planes may be easily accomplished without opening the 
gas box. 

Type I anode wires were 0.8 mil diameter gold-plated tungsten under 65 
gram equivalent tension. The wire spacing was 80 mils and the anode-cathode 
half-gap wan 0.235 in. Cathode wires were 2.5 mil diameter &-Be and ran 
vertically with a pitch approximately 0.4 times that of the anodes. Because 
of their length, the X plane anode wires were glued to a support wire running 
horisontally across the middle of the plane in order to achieve electrostatic 
stabiity. 

The numben ofinstrumented wires for Type I stations were 378 for X planes 
and 840 for Y, U and V planes giving a total of 2296 wires each for PO and P.S. 

The Type II stations PI, P2 and P4 had the same basic construction, number 
of vien, stacking order and stereo angle but had a larger aperture of approxi- 
mately 60 in. x 90 in. To provide extra stiffness, Type II planes had a layer of 
stainless steel laminated within the frames. 

The Type II anode planes used 1.0 mil gold-plated tungsten wire under 90 
grams equivalent tension. The wire spacing was 120 nils and the half-gap was 
0.240 in. The cathode wirea were S.5 mil &-Be and also ran vertically. Again, 
the X view anode wires had to be supported, but here Mylar garlands running 
horisontally across the aperture were used to constrain the anode wires in plane 
between the a+cent cathodes. 

The numbers of inatrumcnted wires for the Type II stations were 512 for X, 
768 for Y and 632 for U and V planes, giving a total of 2,944 wirn per Type 
II station and thus a total of 13,424 instrumented wires for the entire PWC 
system. 

In October 1967 the original P4 station was damaged and was replaced by (L 
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smaller chamber, P4’, with an aperture of approximately 40 in. x 60 in., having 
only three views X, V and U (same angles). The X plane had 3mm wire spacing, 
the U and V planes had 2mm wire spacing and the half-gap WM 0.250 in. There 
were 336 wires instrumented in the X plane and 766 each in the U and V planes. 

The gas mixture used wan 65/35 Argon-Ethane and was bubbled through 
ethyl alcohol at 0’ C before being distributed to the chamber system. Flow 
rates were approximately 0.6-1.0 SCFH for Type I stations and 1.0-2.0 SCFH 
for Type II stations, giving a complete gas exchange every 12-24 hours. A 
system of Photo&lie sensors and solenoid valves at the input and output of 
each station wea used to keep a nearly constant overpressure of 0.10-0.25 in. of 
water. Using this gas mixture, operating voltages of 3.30-3.50 kV for Type I 
planes and 3.00-3.30 kV for Type II planes produced good efficiency. 

Signals from the anode wires were amplified and discriminated by pream- 
plifiers mounted on the chambers. Low voltage power for the preamps was 
di&ibuted via a system of l/4 in. x 1 in. solid copper bus bars attached to the 
sides and bottom of the gas boxes. Small PC boards with edge connector sock- 
ets were mounted across the bus bars and the power connectors for the presmps 
plugged into these sockets. 

Type I stationa used 6 channel preamplifier cards with single-ended MECL 
II outputs, while the Type II stations used 16 channel (Nanometrics N341) 
preamp with complementary MECL 10K outputs. Both types of preamps were 
capable of detecting currents of less than 1 pA. 

Diiriminated signals from the preamps were sent to the counting room via 
20011s to 350~ of delay cable, depending on station location, where they were 
received and reshaped before being aent to the LeCroy 4290 TDC system where 
time information was recorded for every win using the Common Stop mode. 

The TDCs were located in dedicated CAMAC crates, each containing a 
LeCroy 4296 TDC controUcr that had been modified for 7 bit (127 ns full scale) 
operation. All 4298s for a given station were daisy-chained together using the 
W-422 databus, and the 1-t 4298 in each of the five chains (PO-P4) wan con- 
nected to a Fermilab designed TDC readout controller called e, P4299[16]. 

The P4299s each contained a 28002 microprocessor and 46K of memory 
and continuously executed a program stored in ROM that waited for readout 
requests from the 4298s. A readout request caused execution of a vectored 
interrupt routine which read all data from the 4298s in the chain and reformatted 
the data before storing it in RAM. After readin to the P4299s was complete, 
each P4299 took control of a11 ECL bus, sent its data to a LeCroy 1692 buffer 
memory, and passed control of the bus to the next P4299 in line. The last P4299 
sent an end of record signal to the lg92 after the last dataword had been sent 
telling the Lecroy 1692 that the TDC readout wea complete. The time required 
for a complete readout cycle was approximately 300y to 400~ for a typical 
hadronic event containing 150-200 sixteen bit words of wire chamber data. 
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Figure 23: Plan view of the three Cercnkov Counters 

Table 7: Characteristics of the Cercnkov Counters 

= 
No. Yf 

9.5 Cerenkov System 

There arc three multicell threshold Cerenkov counters in the detector. The 
counters, called Cl, C2, and CS, are shown in Fig. 23 and some of their charac- 
t&sties are given in Table 7. The counter8 are alI run at atmospheric pressure 
in the threshold mode. The gases have been chosen so that there is a wide range 
of momentum ve.luer in which pions, kaons, and protona can be identified. This 
is critical because identiRcation of kaons and/or protons (“heavies”) is crucial 
for the observation of many of the charm signals present in the data. In the 
&renkov system, pions are separable from heavies from the C2 pion threshold 
of 4.5 GeV/c to the C3 kaon threshold of 61 GeV/c. Protons can be onam- 
bignously identified between 16 GeV/ e and 44 G&/c and between 61 and 116 
GcV/c. In the region between 44 and 61 GeVfc, protons and kaons can be 
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distinguished from pions but cannot be differentiated from each other. 

3.6.1 Cl 

The Cercnkov counter Cl is the most upstream of the three &renkov counters, 
lying just beyond the first analysis magnet, between the first two PWCs. The 
counter hsr a pion threshold of 6.7 GeV, between those of C2 and CS. Counter 
thresholds for various particlea are given in Table 7. The gas used was a helium- 
nitrogen mixture, and the total length of the counter gas volume along the beam 
direction is 71 in. 

The active area of the counter spans 80 in. in the magnet bend direction and 
50 in. in the transverse direction. It is divided into 90 cells by a series of mirrors 
covering the downstream plane of the gas volume. A schematic of the counter 
is shown in Fig. 24(a). The mirrors arc organized into two readout systems, 
planar and conventional. The conventional readouts use 2mm thick plastic 
focussing mirrors designed to focus &renkov light onto individual phototubes 
located upstream of the mirrors, just outside the fiducial volume. Each of the 
40 focusing mirrors repreacnts one cell, hnd all arc located in the outer portions 
of the counter. The corresponding 40 phototubn have diameters of J or 5 in. 
The amallcr onn require collection cones to ensure complete light collection. 
The remaining cells make up the planar mirror section, located at the center 
of the back plane. Two glass planar mirrors, each 14 x 32 in. , arc oriented 
at 90 degreea with respect to each other and 46 dcgrccs to the beam direction. 
Light reflecting off these is detected by 2 and 3 in phototubes, 25 on each side of 
the counter, oriented exactly transverse to the beam direction. Light collection 
cona ace located in front of the phototubes, and are close-packed to ensure that 
no light reflcctcd from the planar mirrors escapes detection. 

The mponse of the counter can be described in terms of the average number 
of photoelectron8 detected in a particular CCU due to a p = 1 particle, when the 
benkov cone is completely enclosed in the cell. Under these criteria the typical 
ccU in the Cl plancu section lea 3.6 photoelectrons while the conventional cells 
see about 2.5 photoelectron.. 

3.5.2 C2 

The cell structure of C2 is shown in Fig. 25. The counter is located downstream 
of Cl and is between the PWCs Pl and P2. It has an aperture of 64 in. x 
94 in. and a length in the beam direction of 74 in. The counter contains 110 
cella including 54 inner cells and 56 larger cells on the periphery. The inner 
cello detect photons with Thorn EM1 9939A 2-in. phototubes while the outer 
cell, use RCA 8854 S-in. phototubn. The facea of the phototubes are coated 
with the wavelength shifter ptcrphcnyl. Each cell utilizes a light collection cone 
made of specular quality Coihk which was realuminized and overcoated with 
8 thin 4Im of MgFI. 
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Figure 24: CeU structure of Cl: P.) shows the positions of the mirrors and light 
collection cones; b) shows how the aperture is mapped into the photomultipliers. 

The counter contains two planar mirror sections. The mirrors rctlect the 
Cerenkov photons toward the light collection cone arrays which arc mounted 
on the side of the structure. (The cell structure shown in Fig. 25 is actually 
a beam’s eye view of the virtual image of the light collection cone ansys.)The 
mirror sections arc each mounted at a 45* angle relative to the beam direction 
forming 8 90’ angle between them. The mirror sections are each 44 in. x 92 
in. and contain 32 separate mirrors. Each mirror consists of a glass substrate 
11.0 in. x 11.5 in. x 0.0394 in. thick wkick is aluminized and overcoated with 
MgFa on the front aurfacc.The mirrors have 88% reflectivity at a wavelength of 
400 nm and maintain a reflectivity of greater than 80% down to 220 nm, below 
which practically all the tight is absorbed by the radiator before reaching the 
phototubes. A urnall vertical gap between the two mirror s&ions in the center 
of the counter wan designed to reduce the material in the region of high incident 
photon and electron-pair flux. 

The gas used ia NaO at atmospheric pressure which gives a pion threshold 
of 4.5 GeV/c. Since no information on the scintillating properties of NzO wac 
available during the design of the counter, beam tests were run at Brookhaven 
with 8 small test ecu. No evidence of scintillation was observed and the gas 
proved to work well in the wpeciment. 

The photoelectron yield for the l-inch cells ranged from 8 to 16 with an 
average value of 11 photoelectrons. For the S-inch ecus, the yield varied from 5 
to 13 photoelectrons with an average value of 8 photoelectrons. 
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Figure 25: Cell structure of ‘C2 

3.5.3 cs 

Counter C3, which has the ecu structure shown in Fig. 26, WM the most down- 
stream of the three &renkov counters and was iocatcd downstream of the second 
analyring magnet between the MWPCs P3 and P4. The counter was a helium 
thmhold counter which was 277 in. long with an aperture at the upstream end 
of 60 in. x 93.25 in. Its pion threshold of 17 GeV was the highest in the system. 

The counter had 100 spherical glass focussing mirrors with a total projected 
area of 1.4m x 2.0m. The slumped glass mirrors were 0.060 inches thick with 
a radius of 260 cm (focal length of 130 cm). Th e mirrors were cut in three sizes: 
22.4 x 30.3 cm, 22.4 x 20.3 cm, and 9.8 x 10.3 cm. (The curved blanks were 
produced by Glass Fab, Inc., Rochester, N.Y. 14612.) The mirrors were coated 
with aluminum with an overcoat of MgFz to optimice the reficctivity at 140 
nm. Light collection conca made from 10 mil mylax coated with aluminum and 
MgFa were used with the smallest mirrors. 

The Cerenkov light was detected by phototubes costed with a waveshifter 
(pterphcnyl) and MgFs. Thorn-EM1 9939B (2 inch) tubes were used for the 
smallest mirrors; RCA 8854 (5 inch) tubea were used for the most central large 
mirrors; and RCA 4522 (5 inch) tuba were used for the outer large mirrors. 

The tuba acre separated from the helium volume by CaFa and quarts 
windows. C!aFz was used for all central cells and quarts was used for the outer 
cells. (Coat considerations were the reasons for these choices.) The UV cutoff 
for CaF, is around 135 nm and the cutoff for quarts is around 180 nm. The 
gap between the tube faces and the gas volume windows were flushed with N1 
in order to prevent helium from poisoning the tubes. 

The photoelectron yield for all cells ranged from S to 17 with an average of 
9. For the large mirrors, the photoelectron yield for cells with CaF, windows 
w- about 30% higher than for the cells with quarts windows. 
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Figure 26: Cell Structure of C3 Figure 26: Cell Structure of C3 

S.6 Muon System 

The muon detector for E687 [17, 181 1 d me u es a section for identifying muons 
produced at less than 40 mr (Inner Xuon) and a seciiou fur wide an& muons 
extending to 125 mr (Outer Muon). The smell angle muon detector consists of 
two slabs ofiron absorber with three scintillator hodoscope plancs, for triggering, 
and four planes of proportional tubes for localking the muon trajectory. The 
iron of the downstream analysis magnet is the absorber for the Outer Muon 
system, which includes two sdntillator hodoscope plancs and two proportional 
tube planes. 

The fast muon identification for trigger purposes is provided by the scintilla- 
tion counters mounted behind M2 (OMV and OMH) and those mounted behind 
the muon filter steel downstream of the Hadron Calorimeter (IMIV, IMlH, and 
IMZH). 

The location of these counters is shown in Fig. 1. The configurations of 
these detectors, together with the muon proportional tubes, to be discussed in 
the next s&ion, arc shown in Fig. 27. 

3.6.1 Inner Muon Scintillators 

The Inner Muon Scintillators (IM) arc in two sets. The first set is in two 
hodoscope planes (IMlH and IMlV) placed d ownstream of the first muon filter 
condating of 121 cm of steel. This steel, and calorimeters immedistely upstream, 
m&c up approximately 10 interaction lengths of material. The two planes have 
conntem in vertical and hodrontal configurations. The arrays cover 2.0 m x 
3.0 m. The second set is downstream of the second muon filter which is an 
additional 60 cm of steel. There is only one hodoscope plane (IM2H) in the 
second set, and it is configured horizontally; this plane also covers 2.0 m x 3.0 
m. The IM covers + 60 mr in the bend view (y) and f 40 mr in the non-bend 
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Figure 27: Muon detector configuration: e.) Outer Muon Detector; b) Inner 
Moon Detector. The beam is in the I dir&ion. 
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view (x). There are a total of 61 counters in IM. 
The IM’s are conventional scintillation counters utilizing PoUpop n.0180, a 

naphthalcne based scintillator, made by Polivar [la]. Each scintillator is 100 cm 
long 30 cm wide and 1 cm thick. The photomultipliers used were Ampercx 
XP2232B. 

The signals from these counters are processed by LeCroy 4413 discriminators 
and LeCroy 4418 delay units and are stored in ECL latches designed by Fcrmilab 
[20]. The latched signals are scaled and also used to form a “Muon Trigger”. 

3.6.2 Outer Muon SeintilIators 

The Outer Muon Scintillators (OM) em in vertical and horizontal arrays. The 
arrays have dimensions of 3.0 m x 5.0 m. The coverage of these planes is from 
f50 mr to f200 mr in the bend view and from A35 mr to j~l2.5 mr in the 
non-bend view. There are a total of 89 channels in OM. The iron yoke of the 
second analysis magnet, M2, provides a 10 interaction length absorber for these 
de&ton. The OM conntem arc made with the same scintillator material and 
dimensions as the IM’s but have an additional difficulty in that the counters are 
in 8 hostile environment- e magnetic field of up to 300 gauss. Thi.r problem is 
solved by using a high-field phototube made by Hsmamatsu [21] and a special 
bue[22]. 

The Hamamatsu R2107 [23] has a photocathode 7.0 cm in diameter with 
four multiplication dynodes in the form of closely spaced mesh layers. Due to 
the close spacing of the dynodes, it is relatively immune to magnetic fields. 
However, the charge gains of the Hamamatsu R2107 tubes, operating at 1000 
volts, vary from 100 to 1900 so that the bac.c must contain 8 high-gain, low-noise 
ampUfler. Since the design of these clcctronics, high field phototubn with gains 
of up to 1Oc have become available. 

The requirement of the amplifier section of the base is as follows: The min- 
imum input is -100 pvolts across a few hundred ohms. The amplifier output 
most be at lewt a few millivolts above the noise for the discriminator section 
to operate. The r&time of the signal must be -10 ns to handle the counting 
rates expected in the uperiment. 

The intrinsic noise of the circuit is kept low by incorporating the Plessey 
SL560 3OOMHs low noise ampliflcc [24] in the amplifier circuit (Fig. 28). The 
amplifier card for the baac also includes a discriminator which consists of a 
threshold setting network providing temperature compensation and four ECL 
NOR gates(10102) the first three of which are operated in the analog region and 
the last of which gives eomplementruy ECL signals. The threshold is set by a 1 
kfl potentiometer which is in a remote location from the base. 

Oscillation due to self-coupling wm prevented through careful grouping of 
the grounds into a small area of the circuit board to reduce possible ground 
loops and through USC of an internal shield to decouple the sensitive first SL560 
from the rest of the circuit. The rf shielding is shown schematically in Fig. 29. 
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Figure 28: Outer Muon phototube amplifier-discriminator circuit 

Figure 29: Outer Muon phototube electronics shielding arrangement 

The ECL output from the discdminstor is directly connected to the input of 
LeCroy 4418 delay units, and signals are stored in ECL latches built at Fermilab. 
These signals cue also used as part of the =Muon Trigger”. 

3.6.3 Muon Proportional Tubes 

Arrays of muon proportional tubes were placed upstream of each of the muon 
scintillator walls, as shown in Fig. 27. Thne tubes, with their finer granular- 
ity, arc nscd in identifying muons in events with multiparticle find states. The 
proportional tubes are made of aluminum extrusions 5.08 cm in diameter and 
0.16 cm wall thickness. A unit is made of 8 tubes attached to aluminum face- 
plates that act also as gas channels (Fig. 30). When the units arc assembled 
into planea, the gar flows serially through all of the tubes in a plane. The wires, 
50 pm diameter gold plated tungsten, arc strung through nylon plugs with brass 
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Figure 30: Muon proportional tube unit 

feedthrough tubes. The nylon plugs arc glued to the faceplates and the wires 
UC aoldercd to the brau fccdthrongbs. The overlap of the tubes in a unit gives a 
raolotion of 0.91 cm. The gar used we.c AI-CO. (80%/20%), and the operating 
high voltage on the mode was -2.6 kV, 200 volta above the knn on the efficiency 
plateau. Each unit contaira an 8 channel ampliflcr [25] nhoan in Fig. 31 , whose 
ECL outputs are read out by ‘black bin” latches, made at the University of 
Illinois. Proportional tube arrays of length up to 200 in. were made up. 

The Inner Muon Proportional Counters (IMlX, IMlY, IM2X and IM2Y) 
axe in two group to match the IM KintilIation counten. Each group haa two 
~ttys redlng out x and y coordinsta. The total number of channels of IM 
proportionad tuba ia 320. 

The Outer Muon Proportional Counters (OMX and OMY) cue in two arrays 
nhicb red out the x and y coordinate of the bit. Then are 336 channela of 
OM proportional tuba. The individual channel geometry in the same aa for the 
inner proportional tuba. 



Figure 31: Muon proportional tube amplilkr 
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3.7 Calorimetry 

5.7.1 Electromagnetic (e.m.) Calorimeters 

Photons and electrons are detected in the experiment by two lead-scintiIlator 
calorimeters: the “Inner Electromagnetic” or IE calorimeter covering the small 
angle region; and the “Outer Electromagnetic” or OE calorimeter covering the 
wide at& region up to about 150 mrad. The original design for these detectors 
provided full containment for em. showera and very fine longitudind segmenta- 
tion, namely SS ~cintiUstor samplings organized in 9 longitudinal independent 
views for the OE, and gg scintiUntor samplinga in a total of 7 views for the 
IE. However, the original IE WM totally destroyed by a fire which struck the 
experiment in October of 1987. All counten from the two most donnatream 
OE sampling segments were reassembled to provide an emergency IE substitute 
calorimeter. This degraded the energy resolution by losing full containment for 
the OE and introduced a geometrical mismatch between the angular acceptance 
of the two calorimeters, but did provide acceptable 7 and x0 reconstruction and 
good electron-hadron rejection. 

The OE edodmeter ia located 900 cm from the target. Its external dimen- 
uom M 266 cm x 206 cm, with an internal rectangular aperture 61 cm x 58 cm. 
ThL corresponds to an angular acceptance for photons of 28 5 18.1 5 142 mrad, 
and 49 5 l9,l 5 114mrad. The OE cdorimcter is mounted on a support which 
hu a motodml drive and can be displaced both horiaontdly and vertically for 
calibration and racesa puzposen. Counten are arranged in four independent 
qaadxanta in the x-y plane (Fig. 32). Th e substitute IE calorimeter (Fig. 33), 
with lateral dimensions 122 cm x 122 cm and an inner 10.2 cm x 10.2 cm hole, 
is located down&ream of the M2 magnet, at 2380 cm from the target. It has 
an angular acceptance of 2 5 1&l 5 26mrad, both for ‘I and e due to the 
townsing optiu of the magnetic spectrometer. The calorimeters are made of 
Pb (stiffened with 6% Sb by weight) plata and scintiIIator layers (POPOP 
CX~~~~&OI doped with 6% naphthdene, and NE-102 were used). Scintillator 
layem are made of hip, whose light readout is either individnal (OEO, OE9, 
IEPAD segments) or fivefold integrated by a light guide to a single PMT (all 
other segments), M shown in Table 8. Iforinontal and vertical dvcfold counters 
are interlaced w shown in Fig. 34. In Table 8 the detailed segmentation of the 
OE and IE cdorimetem is &o shown. Each counter in the calorimeters (778 
for the OE and 240 for the IE), wea individneJy wrapped in O.lmm Al foils 
and black plastic, wan light-tighted and th en assembled without liners in the 
mechanical structure, thus reducing dead regions. Counters are equipped with 
ten-atage, EMI-9902KB photomnltiplicr tubes (PMT) operating at a typical 
g&t of lo* at 1000 V, with a quantum efflcicncy of 20% at 440nm. Tubes were 
individually tented in order to select only those with good linearity and small 
sensitivity to rate [26]. Gain versus high voltage was measured for alI selected 
PMT’s. PMT’a we powered by LeCroy 1440 and custom-made FRAMM[27] AV 
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systems via a high-linearity anode-grounded voltage divider supplying 1.5 mA 
at 1500 V. PMT signals reach the counting room via coaxial cables, 60m long, 
where they are converted by Lecroy 1665 Fastbus ADCs using a dual linear 
range technique: this xneans accepting input charges up to 200 pC in the high 
rwolution scale, and up to 16OOpC in the coarser resolution scale. 

Calorimeter stability is controlled by monitoring the ADC pedestals in both 
ranges during and between spills, and by monitoring the HV supplies for the 
PMT’s. Overall stability for each OE channel is checked with a Nz laser 
light source, while for the IE this is done with regularly scheduled muon runs. 
ADC pedestals are acquired continuously in the interspills during data taking 
and accumulated in l-2 hour periods. These pedestal runs are then analysed 
for changes with respect to the pedestal reference values, and all changes are 
recorded in a database for later use in data analysis. PMT voltages are period- 
ically read back via computer, and discrepancies between setting and reading 
values of 2 0.3% are stored in databases, while a warning condition is generated. 
The NI laser light is emitted at a wavelength of 330 nm. The light is converted 
by a 8 mm wavelength shifter bar to a frequency equal to the frequency of the 
tight emitted by the plastic scintillator used in the calorimeter. Quarts optical 
fibers (OPSICA SCF, Bradiall Inc. France), having a 200 pm diameter core, a 
400~lm diameter silicon cladding, and a vinyl protection, distribute the light 
to each PMT. Each fiber is independently regulated to provide a signal corzc 
rponding to about 10 times the light emitted by one m.i.p. (minimum i&sing 
particle) crossing one counter. In the case of a five-fold counter, this corresponds 
to about 10’ photons at the photocathode. The N, laser is constantly pulsed at 
a rate of 1 Hz. About 3-4 laser events are acquired during each interspill period. 
They rue organired into l-hour runs, and their statistical characteristics stored 
in data bwzs. The laser light output dependence on both the HV applied to 
the spark gap and on the gas prnanre in the cavity was studied and optimised. 
An intrinsic stability for the laser output of AlO% WM obtained. To improve 
this limit, two reference PMT’s are used. Reference PMT’s are kept at constant 
temperature, shielded from any beam effect and face the same fiber bundle. By 
using the two reference PMT’s to normalise the response of the individual tubes 
to the laser, the intrinsic stability of the gain monitor system was improved to 
f5%. Figure 35 shows a typical laser pulse height distribution, with and with- 
out the reference PMT normalization algorithm. Similarly, Fig. 36 shows the 
effect of such normalisation on the average dispersion of laser light pulses M 
seen by 660 counters in a dedicated run. Finally, Fig. 378) shows the response 
of a typical counter to the larer output during a standard loo-hour monitoring 
period and Fig. 37b) shows the effect of laser and pedestal correction. The 
monitors installed are sensitive to variations 2 1%. 
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Figure 32: The Outer Electromagnetic (OE) calorimeter. A 9cm gap along 
the y-a& is present to avoid em. showers from e+e- pairs from beam photon 
conversions. 
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Figure 33: The Inner Electromagnetic (IE) calorimeter 
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Figure 34: Arrangement of fivefold counters showing the interleaving of the 
Pk-Al absorbing layers and the scintillator layers. Dimensions are in mm. 
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Figure 35: Typical laser pulse height distribution for one OE counter a) with 
reference PMT normalisation and b) without reference PMT normaliiation, 
showing the reduction in variance proda;ced by the normalisation procedure 
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Laser pulse variation R.M.S. (%) 

Figure 36: The distribution of the laser output pulse average variances over a 
lOO-hour monitor period for a sample of 660 PMT’s, before a) and after b) the 
normalization with reference PMT’s. 
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Figure 37: Time behavior of the laser output pulses: a) shows the raw data over 
a period of 100 hours for two OE PMT’s ; b) shows the result when the output 
pulse haa been corrected with the refer&xc PMT normalization algorithm. 



3.7.2 Hadronic Calorimetry 

The main function of the hadron calorimeter for Experiment E687 is to pro- 
vide a trigger which rejects purely electromagnetic events, mainly e+e- pairs, 
and enhances the selection of events with charm or beauty quarks. The hadron 
calorimetry covem only the inner detector. This region is covered by two sep 
ante devices: the main hadron cal&meter(HC), which covers the region from 
5 mead to approximately 30 mrad and the ‘Central Hadron Calorimeter’(CBC) 
which ccwen the central 5 mrad centered directly on the beam. 

The main calorimeter is an iron gas sampling calorimeter with tower readout 
geometry. The absorber consists of 28 iron plates with dimensiona 120in. x 
g2in. x 1.75 in. These plates totaling 8 interaction lengths are separated by 
1.125in. wide gaps where the sense planes 11re inserted. The toner geometry 
of the sense planes allows formation of (L trigger for the transverse energy Et 
in addition to a trigger for the total energy Etot. The calorimeter was made 
sensitive to minimum ionizing particlea (mip) for monitoring and calibration. 
Electronic testing and monitoring was dao included. Figure 38 givea an overview 
of this detector. 

i. Construction of Sense Planes 

Each sense plane consista of a multi-layered structure [2g, 291 shown in 
Fig. 39. Particles enter the cross section from the bottom and encounter first a 
0.031 in. copper coated plane of glasteel [30] which functions as II ground plane. 
The next layer is made up of 26 units of proportional tubes contained in PVC 
sleeves. These tubes, widely used in high energy physics experiments, are known 
ea the Iarocci tubea [31]. In this construction, the inner structure of the Iarocci 
tubea which is normally made of PVC coated with carbon has been replaced 
by an c.luminum extrusion channel [32] of the same dimension. The 8 anode 
wires of 0.002in. diameter gold-plated tungsten are supported at the center of 
the i’gin. long extrusion and are terminated with P. decoupling resistor of 270 lI. 
The open side of the aluminum is covered with a sheet (“top”) made of 500 ~8 
polyester with a 2~an resistive coating [33]. This resistive layer is necessary to 
prevent static charge from building up on the inside of the PVC sleeve. The 
retitivity of the “top” is between 1 and 20 Mll/Cl. The layer of proportional 
tubes is covered with a 0.031in. sheet of copper coated glastcel on which the 
pad’s pattern (Fig. 40) haa been engraved by a Fermilab facility. A 0.2gin. cor- 
rugated cardboard apacer reduces the capacitive coupling of the signal on the 
pads to ground. Six printed circuit board strips, each 12 in. wide, are placed on 
the top of the ground plane. Signal lines alternating with ground lines have been 
engraved on these strips. The signal lines are connected to the pads, through 
holea in the ground plane, by a short wire which is soldered to a signal line on 
the strip and wire-wrapped to a pin soldered to each pad. At the other end 
of the strip, the signal lines end in an edge card connector for coupling to the 
preamplifiers. Each sense plane reads out 184 pads. The entire stack is then 
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Figure 38: The h&on calorimeter, the pad geometry, and the longitudinal 
segmentation are shown. 

covered with another ground plane. All these layers are finally glued together 
on a flat table under a uniform pressure [34]. Two steel ban along the long 
sides of the plane support each unit between the iron plates. 

The sensitive area of the sense planea shown in Fig. 40 extends from an 
inner radius of &Bin. to .a rectangle of 79in. x llllin. The subdivision into 8 
concentric circles and 24 arimuthd sectors is based on the results of a Monte 
Carlo study of hadrons associated with charm particle decays. The design is a 
compromise between the sire of hadronic showers, the average track separation 
at the calorimeter and the total number of readout channels. The pads aligned 
along the beam direction are electrically ganged together longitudinally in three 
sections to generate tower signals. This is shown schematically in Fig. 38. The 
choice of ganging 5, 8 and 15 sense planes is also based on a Monte Carlo study 
of longitudinal shower development. Most of the hadronic energy is deposited 
in the Rnt 2 sections, and the downstream section measures the leakage energy 
of the hadronic showers. As a result, the total number of EC towers is 552. 

The proportional tubes use a mixture of 60% argon and 60% ethane to which 
1% ethyl alcohol was added. They are operated at 2.05 LV in the proportional 
mode. 

A smaller calorimeter, the central h&on calorimeter (CHC), covers the 
solid angle left open by the hole at the center of EC. This device is considered 
M an additional tower to AC. The CHC is described below. 
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Figure 39: Cross section of proportional tube assembly. 

ii. Monitoring of Gas Gain 

The gar gain of the hadron calorimeter proportional wire chambers varies 
aa a function of pressure, temperature, gas composition, and the high voltage 
on the sense wires. Although these conditions are monitored separately, direct 
methods of monitoring the gan gain with a Fe’” radioactive source in the same 
gas and with beam muons peasing through the calorimeter are also employed. 
Radioactive source monitoring is particularly valuable for tracking short term 
variations in gas gain, while muons are useful for monitoring long term varik 
tions, since it is difficult to get adequate statistics over short periods. 

Two cylindrical proportional counters are installed at the gas input and out- 
put manifolds to HC. These tubes mearure the pulse height of the primary X-ray 
(6.9 keV) from the Fe’& sources. The pulse heights of the two are accumulated 
in c+ LeCroy qVt for one hour at a time, transferred to computer via a CAMAC 
interface, and analyred to find the primary peak. Figure 41 shows the variation 
of these peaks as a function of time. Typically the gain variations are of order 
HO%, but larger variations have also been observed. These peak values are 
stored in a data base and later used to correct for gain variations. As can be 
seen from this figure the HC responne to muons and the gas gain mesaured from 
the sources track each other very well. 

For the muon calibration, special runs are made with muon beams. The 
purpose of these runs is to establish the absolute gain of the entire calorimeter 
system. The gain varies from toner to tower (about 125% spread) principally 
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Figure 40: Diagram showing the outline of the pad geometry for the hadron 
cdorimeter. 

due to variations in the coupling of the capacitive pads and the electronic gain. 
The pulse height of the muon traversing one toner definea e. minimum ionir- 
ing particle (mip) pulse height, and all measurements in HC rue calculated in 
terms of that mips. Typical pulse height distributions from muons are shown 
in Fig. 42. These distributions are fltted to find the peak value for the mip 
reference. 

iii. Pion Calibration 

The energy response and energy resolution of HC are measured with the pion 
beam directed at the calorimeter. Three pion momenta are used: 30, 45, and 
60GeV/c. Since the momentum spread of the pions W.M at least i16 GcV/c, 
this provides coverage of the momentum range from 25 GeV/c to 80 GeV/c in 
an almost continuous fashion. For this calibration, only pions which trigger a 
pair of scintillation counters centered on a designated calorimeter tower are SC 
lected. Particles which produced a large pulse height in the special downstream 
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Figure 41: The variation of gas gain over an II-day period for the hadron 
calorimeter measured M the collected charge (Qmruurr.+). Black squares are for 
the response from muons of a specific EC tower; open circles for the glu inlet 
monitor, and black circles for the outlet. 
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Figure 42: Typical muon pulse height spectra 

scintillation counter are rejected because they could have interacted in IE up 
stream of EC. The sum of the pulse height in all towers of HC is computed. 
The data are binned into 20 bands baaed on the momentum measured by the 
spectrometer, and the range for the bands is i2% of the mean momentum. 
The pulse height information is interpreted in terms of the mip definition given 
above. The pion momentum is measured in the magnetic spectrometer with 
an accnracy of 1.5%. Figure 438 shows the response of the calorimeter to four 
sample bands of energies. 

This meaanrement is done with the pion beam pointing only st one spot of 
the calorimeter. (The IE calorimeter is moved aside for this calibration.) The 
normaliration of the pulse height in each tower, M obtained with the muon 
beam, relates this measurement with the pion beam to the response at any 
point of the calorimeter. Consequently, the overall pion energy response of the 
hadron calorimeter is obtained by a lineax fit to the energy response and is 
O.OOlmip/GcV (Figure 43b). To describe the energy resolution, the conven- 

tional parameteriration v = &, where k is a constant, is employed. The 

quantity k was measured to be 133% (Fig. 43~) almat independent of E. The 
resolution includes a 2% error due to the momentum spread within the energy 
bands. 

iv. Preamplifier and Fan Out 

The front end electronics in&den a preamplifier, a pole zero filter, an am- 
plifier, and ra cable driver. The design is based on surface mount techniques 
with a unit of 16 channels mounted on the detector es close to the source as 
possible. Each tower of the two upstream sections hss one preamplifier channel. 
Each tower of the downstream section of 16 sense planes has two preamplifiers. 
One servea ‘I and the other 8 sense planes to decretwe the capacitance seen at 
the preamplifier input. The preamplifier is a common base amplifier pactaged 
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Figure 43: The hadron energy analysis of pions whose showers started in the HC: 
a) response of EC to pions in four different energy bands; b) average response 
as a function of momentum; c) energy resolutioqo, over mean energy,p, plotted 
as a function of pion momentum. 

with 4 channels in a single chip (Fujitsu MB43458) [35, 361. This is followed 
by a pole sero filter where the valuea of R and C are varied to accommodate 
the different capacitances of the pads from about 0.01 nf to 1.0 nf. The shaped 
signal is then amplified by 8 video amplifier (NE592) followed by an emitter 
follower to drive 50 II co&al cable 200 feet long. The signal of each tower is 
then split by IS fanout circuit. One output goes to an ADC (LcCroy Fastbus 
1880N) and is integrated for 80011s. The other output is used for building the 
hadron energy trigger which includes Etot and Et. 

v. Central Hadron Calorimeter (CHC) 

The Central Hedron Cahximeter is placed between the Beam Gamma Mon- 
itor (BGM) electromagnetic shower detector and the steel hadron filter just 
before the Inner Muon Detector (IM). It is sined to cover the forward f5 mrad 
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beam hole through the Hadron Calorimeter (HC). In addition to simply mea- 
suring the hadronic energy in this beam region, its analog energy signal is in- 
cluded in the overall hadron calorimetry energy trigger sum. Due to a severe 
longitudinal space constraint between the HC and IM shielding, the CHC is a 
uranium-scintillator calorimeter. 

The sixteen absorber layers consist of 16in. x 16 in. x 1.5in. depleted ura- 
niom slabs. There is an additional lin. transverse x 1.5in. thick steel window 
frame surronnding the uranium, making II transverse profile of 18in. x 18in. 
The uranium and steel window frame is clad with $ in. thick steel sheets. These 
cladding sheets are riveted to a simple structural frame of welded 1.5in. steel 
channel. An epoxy fillet completes the uranium seal. The total amount of 
absorber material, including scintillator in CHC, is 6.4 interaction lengths (as 
calculated for protons). 

The sixteen l/4 in. thick polystyrene scintillator layers are read out with 
conventiond bent light guides and photomultiplier tubes. The first 12 layers, 
denoted CHCl, are read out by an Amperex 58AVP photomultiplier tube with 
a resistive divider base. The last 4 layers, denoted CHC2, are read out by an 
RCA 8575 photomultiplier tube with a transistorised base. 

Typical performance for CHCl and CBC2 for a 350 GeV, full momentum 
bite, incident hadron beam is shown in Fig. 44. These plots are for events chosen 
to have only minimum energy deposition in BGM. Correlation bands for CHC2 
vs. CHCl are observed in Fig. 45. A gain-balancing calculation minimiring 
the relative width of the weighted sum of CHCl and CHCZ was performed and 
the resulting summed CHC distribution is given in Fig. 46. Using negative pion 
beams of 50,100,200, and 350 GeV, momentum tagged on a p&i&by-particle 
bcuis, the CHC’s resolution for pions not interacting in the BGM wea measured 
tn h. _- -- 

4-V 134% 
-=6%+- 

E 4%’ 
(5) 

Longitudinal shower leakage for the CHC alone decreased the CHC response by 
19% for 350 GeV pions relative to the response for 50 GeV pions. 

vi. Hdron Energy Trigger 

The hadron energy trigger is a part of the main second level trigger for the 
experiment, and it selects events for which the deposited energy in HC and CHC 
was at least 40 GeV. The trigger electronics [29] uses the second output of the 
fanouts for the 552 analog outputs from the calorimeter. A set of fast analog 
summers adds the pulse height of aII the towers at a Azed radius (Fig. 40) for 
each section of the calorimeter (12 modules with 24 inputs each, generating 24 
outputs). Then the 24 signals are integrated for 400ns by three integrator units 
(each haa 8 inputs and 8 outputs) one for each of the longitudinal sections. 
Since the analog outputs from HC are shaped to be no longer than BOOna, this 
integration time is a compromise between good energy resolution and a fast 
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Figure 46: Plot of total energy in CHC for nominal 350 GeV/c pions not inter- 
Mting in BGM. 

summer modules again. The 6 outputs of the three calorimeter sections are 
then summed to form E,,,, and the outputs are weighted according to their 
nlative radial position in the calorimeter to form the transverse energy Et. The 
Et information was not used a.a a trigger during the 1987-1988 running period. 
The Rnal summed Et., signal is digitised by a LeCroy 4504 Chit Flash ADC. 
The dig&cd signals are added by a LeCroy 4508 Programmable Logic Unit 
(PLU) which sets the threshold level. The two digitized outputs of CHC from a 
Flash ADC are also added by the PLU to obtain the final total hadronic energy 
Et.,. This informstion ia available for the second level trigger at 600ns after the 
master gate. Figure 47 gives a schematic view of the hadronic energy trigger 
logic. 

The choice of the E,., threshold at 40GeV for the E687 photoproduction 
experiment W‘M made by considering the two curves in Fig. 48. One show how 
frequently the IStot trigger is set by noise from the calorimeter and electronics 
and the other indicatea the number of hedronic events depositing an energy 
in EC and CHC larger than the selected threshold. The noise is measured by 
applying the integrating gate outside the beam spill. The data for the 1967- 
1968 photoproduction run were taken with a threshold of 40 GeV. This setting 
ia a compromise between a high noise rejection and L low hadronic threshold. 
For this setting the hedronic energy trigger reduced the first level trigger by a 
factor of 100. 

The trigger efficiency aa a function of hadronic energy has been measured 
with hadronic events collected during a regular photon run without the require- 
ment of any second level trigger. The number of recorded events is plotted as a 
function of the hadronic energy measured by the magnetic spectrometer for all 
the charged tracks in the event that intersect an area at the upstream end of EC 
within its boundaries. Tracks entering the central hole are not used since the 
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CHC signals were not included in the energy trigger for part of the data taking. 
Figure 49 shows this result when the trigger threshold was set to 40 GeV during 
one of the data taking periods. The edge is not sharp partially because the 
400~ integrating gate is not long enough to capture the entire analog signal, 
but principally because the hadrons lose energy in the upstream EM edorimeter 
(IE) which is not seen by the online trigger electronics. The efficiency shown in 
Fig. 49 can be fitted with e. function of the form 

r(E) = 
i 

l-exp((a-E)/5), ifE>Eb; 
c, + czE + csE’, otherwise. 

The curve shown in Figure 49 haa parameters Eb = 17.0, a = 6.22, b = 34.2, 
cl = 0.059, cs = -0.0083, and cs = 0.00122. The non-sero efficiency at low 
energy is due to neutral particles which deposit energy but arc not seen as 
tracks, misidentification of electrons, electronic noise in the trigger circuit, and 
tracks pawing through the central hole which still manage to shower partially in 
EC. The actual efficiency does not reach 100% even for high energy because of 
the low of energy within IE which is not part of the trigger sum. The smearing 
of the threshold is due to EC resolution and the trigger electronics noise. 

3.8 Triggering 

The trigger is organised into two levels. The first level trigger- or MASTER 
GATE- is a simple interaction trigger. It requires a coincidence of the trigger 
counters TRl and TR2, each set to respond efficiently to one minimum ionizing 
particle. It further requires evidence of at least two charged particles in the 
spectrometer. This can occur in either of two ways: two or more particles in 
the inner part of the spectrometer as signified by at least two sets of hits in 
the HxV hodoscope, a -called ‘inner-inner’ trigger; or only one track in the 
inner detector, signified by only one set of hits in the HIV hodoscope and at 
lee,& one hit in the OH array, ea so-called ‘inner-outer’ trigger. As explained 
above, the geometric arrangement of these countem makes them highly efficient 
for h&c& events but only 5% to 10% efficient on electromagnetic events. In 
addition to the above requirements, veto conditions using the counters described 
above may be inserted into the first level trigger. The processing of a first level 
trigger candidate results in a negligibly small deadtime. When the conditions 
for a first level trigger arc aatiafied, gates are sent to the various readout systems. 
This causea all the signals that are employed in the second level trigger to be 
latched. 

The second level trigger requires about 1.2 w to process information latched 
by the Master Gate and to decide whether to read out the event or to execute 
II cleaz cycle. 

The second level trigger operates on signals which are latched and pulse 
heights which are integrated and stored when a Master Gate occurs. These 
signals are processed by the level two trigger electronics- a system of specially 
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Figure 47: Schematic view of the energy trigger logic. 
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Figure 48: The hadron energy trigger rate relative to the first level trigger is 
shown M a function of the energy threshold. The curve associated with black 
circles is for photoproduction with a Be target; the curve with open circles is 
for noise only without an interacting photon beam. 
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Figure 48: Online trigger efficiency versus the total moments of the charged 
hadcons hitting the hadron calorimeter. The energy lost by the hedrons in the 
electromagnetic calorimeter is not included in the trigger electronics. 

designed combiiatoric logic [371 analog summation circuitry[3g], and Lecroy 
4415 and 44s~ MLU/PLU’s and Flash ADC’s. This logic makes partial triggers 
which arc called ‘buslina’. The system haa provision for up to 32 buslines. 

The buslinc signals are prnented to an auxiliary backplane of the trigger 
generator crate. This is a CAMAC crate which haa special programmable trigger 
selection modules[39], called pin logic modules. Each module occupies one slot 
and is capable of producing one trigger. The module can be programmed with 
conventional CAMAC commands to require any of the 32 buslinea to be true or 
f&e. The state of any burline may also be ignored. Finally, each module has a 
CAMAC settable atiustable pre-wale. 

The OR of all the trigger modules constitutes the second level trigger. If 
within a fired level 2 processing time of 1.2 p, the trigger is not satisfied, a clear 
cycle is initiated. The clear cycle takes about 1 p. The deedtime generated for 
each master gate which faila to produce a second level trigger is about 2.2 ps. 
If the rccond level trigger is satisfied, then a full readout (and automatic clear) 
cycle is initiated. 



3.0 Data Acquisition 

3.9.1 DAQ Readout, Logging and Event Distribution 

The DAQ readout and logging software was written in a mixture of FORTRAN 
and MACRO assembly language on a PDP 11/45 running under the RTll single 
uwr system. The RT-MULTI program[40] WM used as the control interface to 
au interrupt driven set of routines which acquired data from the front end buffer 
memories, constructed complete event records, logged them to 9-track tape and 
diatributcd a subsample of events to VAX computers for monitoring tasks. These 
routines also acquired spill by spill data from CAMAC and logged this to the 
same 9-track tape. 

Datacomprising an event were stored during the spill in five F&bus memory 
modules. Four of these were Lecroy 1692’s with 4 Mbyte capacity and the fifth 
wan a 2 Mbyte University of Illinois memory. Each memory w1u filled by a sepa- 
rate front end subsystem so that the data from each event were distributed over 
each of the five memories. These memories were read into the PDP extended 
memory via a UPI[41] interface module. 

The PDP wan connected to a BISON BOX[42] which was used to generate 
interrupts in response to the beginning and end of the accelerator spills and 
event triggers. It wan also used to provide a means by which the PDP could 
add its own hold-off to the experiment busy generation: i.e. to stop and start 
the DAQ and to delay the start of a new spill if the readout of the previous spill 
was not completed. 

Logging to g-track tape was done through (L STC 1921 controller connected 
to two AVIV tape drives. Two drives were used so that logging could continue 
on oue while the second was being rewound and reloaded. 

A Jorway 411 controller wna used to provide access to CAMAC so that scaler 
and hardware status information could be acquired at the beginning and end of 
each accelerator spill. 

The PDP wan connected to a VAX 11/7gO by both an RS232 link and a 
DRllW link. The former vaa used to pass user control and status information 
between the two machines and the latter WM used to send a sample of events 
to the VAXONLINE packagc[43] which WM used to supply events to various 
monitoring and display programs. 

s.e.2 Program structure 

The PDP data storage memory was organized into a number of buffers, pointers 
to which were moved around among various queues depending on the status of 
the buffer: empty or partially empty; requiring processing; ready to be logged; 
or available for distribution to the VAX. The main event acquisition part of 
the program consisted of four almost independent loops each of which had an 
wodated queue of input buffers. The first loop read events from the Fastbus 
memories into au empty or partially full buffer. The read was performed in 
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two steps. First the size and location of each subevent in the fastbus memories 
was determined; the second step started a DMA transfer of the data from each 
memory into a buffer. This buffer would then be passed to the input queue for 
the second loop. The first loop once started would continue until the memories 
were completely read out. In the second loop, bookkeeping information was 
added to the events just acquired from Faatbus. This uniquely identified each 
event and provided information needed to unpack the various subevents. The 
processed buffers would then be either passed back to the first loop if still 
partially empty or sent to the tape logging queue if full. The third loop was the 
tape logging loop. Buffers were asynchronously written to tape and then either 
put into the empty buffer queue or made available for distribution to the VAX. 
In the fourth loop a small fraction of the buffers were rent across the DRllW 
link to the VAX. On completion of the transfer the buffers were returned to 
the empty buffer queue or, rarely, made available to the top level RT-MULTI 
program for analysis. 

Finally, three sections of code were required to handle spill interrupts and 
establish the “DAQ busy” hold off of the front end electronics. The first intcr- 
rupt occurred at the beginning of the spill. After the arrival of this interrupt 
and after compieting the readout for the previous spill, the F&bus memories 
would be enabled for data taking, hold-offs would be cleared and some hardware 
status information would be read into an empty buffer via CAMAC. The second 
interrupt occurred at the end of the spill and caused the F&bus memories to 
be dimbled and a DAQ hold-off to be established. The last interrupt occurred a 
few wconds after the end of the #pill and triggered the readout of both hardware 
status information and scaler information accrued during the spill. Again, these 
data were read through CAMAC into an empty buffer which wan immediately 
made available for logging. These three interrupts were also used to synchrouise 
certain user control commands such aa “Begin Run” and “End Run” with the 
spill structure. 

The speed of this program W&Y the limiting factor in the total event rate 
available to the experiment: .s little over 3,000 3 kbyte events in a one minute 
spill cycle. However, it ~‘111 fairly closely matched to the logging capacity of a 9 
track tape and the maximum throughput capacity of the UP1 iink. 
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4 Reconstruction of Data and Simulations 

4.1 Tracking 

There are four main categories of tracks found in the E667 analysis. Tracks 
which hit PO and pass through the downstream magnet M2 are called ‘5- 
chamber’ tracks. (A small subgroup of these with hits in P3 but not in the 
most downstream wire chamber, P4, are called ‘4-chamber’ tracks.) The second 
major category, called ‘stubs’ or ‘3-chamber’ tracks, includes tracks with hits 
only in PO, Pl, and P2. Stubs arc mainly low-momentum or widcangle parti- 
cles which strike the upstream face or pole tips of M2. A few stubs also result 
when the track-finding program fails to associate the P3 and P4 hits with the 
hits upstream of M2. The third major category, called ‘unlinked SSD tracks’, 
includes low-momentum and/or widcangle tracks which did not even pess thru 
the upstream magnet Ml. Finally, there are tracks from decays downstream of 
the first wire chamber which do not have hits in PO. These include tracks Corn 
‘reconstruction vees’ (neutral vets decaying into two charged tracks between PO 
and PZ), ‘P34 vees’ (neutral vees decaying between P2 and P3), and ‘kinks’, 
track segments whieh~ join with other track segments but with a finite engle 
between the segments. The reconstruction of SSD tracks, B-chamber treks and 
stubs will be discussed in this section. The description of veea and kinks is 
discussed separately. 

4.1.1 Microstrip Reconstruction 

In order to speed up the reconstruction code, the m&strip tracking algorithm 
is based on projection finding o” the three separate views. The efficiency of 
this approach depends critically on the degree of parallelism among the different 
plana of the same view. As previously indicated, the microstrip granite support 
ensum 8 m&mum anguiar error of - 3 x lo-‘/5 = .6 x lo-’ rad. This givea a 
negligible position error CUI compared to the intrinsic resolution of the microstrip 
detector. 

A preliminary phase to the reconstruction, a very conservative analysis of the 
valid hits is performed on the basis of the released charge. This is to reduce the 
dimension of clusters of adjacent hits when they are consistent with a number 
of trussing particles lower than the diner&n of the cluster itself aud, in this 
case, to improve the measured coordinate by charge interpolation. 

Projection finding is the” performed with wide cuts and requirea at least 
three hits per view. Sharing of hits among different tracks is permitted. Actu- 
ally, in this process there is a soft arbitration. Hits of the 1-t three stations, 
already assigned to a track having hits on all four stations, cannot be reused for 
(L new track with only three hits. 

In the next stage, projections arc formed into tracks if they match in space 
and have a global x’ value per degree of freedom (DOF), lower than 8. Space 
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Figure 50: Microstrip reconstruction efficiency vs. track momentum 

tracks sharing one or two projections are then arbitrated on the basis of their x’ 
v&n. This procesa is performed in a fully symmetric way with respect to the i 
and jviewn, selecting only the best jand k awxiation for each i projection and, 
again, only the best i and k amxistion for each j one. At thin point, the class 
of hita not associated with any reconstructed space track is used to search for 
wide angle tracks and for single acgments of highly multiple Coulomb scattered 
tracks. This search ia pcrfozmed by a direct match of hits in space and a track 
must have at least six bits. 

The very conservative arbitrations employed in the algorithm often generate 
dusters of very closely spaced tracks, which are then eliminated and reduced 
to tingle equivalent tracka on the basis of the number of shared bits and their 
degrees of freedom. This reduction process, performed once at the end of the 
reconstruction, is cumbersome since all redundancies have to be taken into ac- 
count, but it is practically unbiased by the particular track ordering. 

The reconstruction efficiency of this tracking algorithm wan evaluated by a 
full Monte Carlo simulation of the microstrip system, including hot strips and 
dead strips. It ia found to depend on the number of DOF of the tracks, giving an 
overall track reconstruction efficiency of 96% for simulated photoproduced On 
events, including MCS effects. The relative percentage of reconstructed apnlious 
tracks in - 2.7 %. Figure 60 shows the reconstruction efFxiency ca a function 
oi track momentum. As shorn, the efficiency approaches an asymptotic value 
larger than 99% at 10 GeV/c, retaining a value of about 90% at 2.5 GeV/c. 

4.1.2 PWC 

The multiwire proportional chamber(PWC) t racking algorithm is used to recon- 
struct tracks with hits in 3,4, or 5 chambers. In each case a track is required to 
have hits in the first chamber, PO. The algorithm proceeds M follows. Initially 
projection8 are formed from hits in all four views. In the U, V, and Y (bend) 



views, projections are made using information from the PWC alone. In the X 
(non-bend)view, hits are first formed from a “seed” from the SSD by search- 
ing for PWC hits which match the SSD track extensions. Tracks are formed 
by matching all four projections. After all tracks containing an SSD-extended 
projection are found, then X-projectiona arc constructed solely from the PWC 
hits which have not been used already. These X-projections are then matched 
with unused U, V, and Y projection8 to form additional tracks. 

A least squares fit is performed on all candidate tracks. The fit parameters 
are the intercepts and slopes of the track in both the X and Y views at the MZ 
bend plane, and, in the case of S-chamber tracks, the change in slope in the 
Y view (bend angle) between the track segments upstream and downstream of 
M2. A x’ per DOF cut is applied to each track to pass the fit. Tracks were not 
permitted to have more than 4 missing hits among all the chambers, nor more 
than 2 missing hits in any one chamber. 

In practice, the reconstruction of tracks is somewhat more complicated than 
the above description suggests. Firat, arbitration between tracks with shared 
projections has to be performed. Also, there arc various magnetic corrections. 
The finite length of M2 means that the sudden bend approximation implied 
by the above parametedration requires 6 correction. The existence of so-called 
off-field components Bu, B, in addition to the main component B. of the M2 
field, the existence of a fringe field of Ml downstream of PO, and the fact that 
M2’s field extends past P2 and P3, all lead to magnetic corrections. Finally, 
there is the fact that the componcnte of B are not constants but functions of x, 
y, and 1. All these effects are treated as higher-order corrections to the linear 
least squares fits described above. Each complete track fit thus has to include 
several iterations, so that momentum-dependent magnetic corrections can be 
made after the first-order track momentum is determined by the initial fit. 

Andhry to the main routine are several additional tracking tontin- dc 
signed to mcover track topologies that are missed. These include linked and 

unlinked SSD tracks with hits in PO and Pl only, and J-chamber extensions 
into P3 and P4. The principal loss of tracks is due to low momentum tracks 
which pass through Ml and exit the PWC system before they pass through 
at least 3 chambers. A microstrip extension algorithm is used to recover these 
tracks. This routine uses SSD track parameters to predict the position of the 
track in PO and Pl. Hits are checked for a match and selected if the deviation 
from the predicted extension is less than 2 wires. The new track composed of 
SSD hits and PWC hits is then least quares fit and its PWC track parameters 
are determined. 

The e&Lacy of the PWC algorithm wan studied using Monte Carlo gen- 
erated tracks(the individual chamber plane efficiencies arc simulated). The ef- 
ficiency was determined to be greater than 96% for tracks with a momentum 
exceeding 6 GeV/c. A limit of 30 charged tracks per event is imposed, not 
just to avoid poorer efficiency at high multiplicity, but to reduce the time for 
reconstructing a tape. Most of the events which appeared to have extremely 
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high multiplicity resulted from oscillating chambers and analyzing them fully 
significantly slowed the reconstruction speed. Finally, spurious reconstructed 
tracks occurred at the 0.5% level with this algorithm. 

4.1.5 Tracing Particles Through the Magnetic Fields 

Describing the trajectory of a particle in a magnetic field is conceptually very 
simple. If the momentum vector of a particle at some point in space is known 
and the magnetic field is known at all points, one can predict the motion of the 
particle. A method for doing these calculations very quickly without having to 
resort to severe approximations of the magnetic field has been developed. 

The basic problem is to propagate a particle of momentum p’from the point 
7’0 = (20, f/o, ~0) to the point +‘= (2, y, z). The momentum vector is described 

as a total momentum p, and slopes 2 = $$. 
A straightforward application of the Lorents force equation gives: 

r7 7’ .29997 

/ 

’ . + 
= +- 

Jl+d’+a” J1+16’+z$ P *rn 
+(a) x B(z,)d.l (6) 

One can algebraically solve this equation for the momentum as a function of 
the initial and final slopes or for the slope as a function of p and the initial 
conditions. 

The only problem remaining is to do the integral involving the magnetic field. 
Since the field is a complicated function of (x,y,z) a simple parameterisation of 
the trajectory is used. A reasonable approximation is to use only the main field 
component to obtain: 

a = zo+ a& - 20) (7) 

y = ge+l&-4+ (1’6”” ,/ml: dzll:’ C&(a)da (8) 

This formula in a simple expression proportional to i where the magnetic field 
information is present in the form of a precomputed Integral between Zo and Z. 

In the Appendix, a power series expansion of Eq. 6 which describes the full 
trajectory (+) as a function of s is presented. This technique also expresses the 
trajectory as a 1 expansion with prccomputed coefficients. This trajectory trace 
provides mag&ic corrections for track fitting and is necessary for locating vee 
candidates (KP and A”) decaying within the volume of Ml. By keeping terms up 
to order p’, the resulting track description is as accurate aa finite step algorithms 
and much titer. 

4.1.4 Liiking of SSD and PWC Tracks 

Linking of the PWC tracks to the SSD tracks is one of the most important 
problems in the data analysis. It is done to provide the momentum for tracks 
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recorded in the microstrip detector which then pass through Ml into the spec- 
trometer. The use of the microstrip segment in the momentum calculation im- 
proves the track momentum resolution dramatically for some track categories. 
A knowledge of the momentum of the tracks is essential for a correct calculation 
of the vertex resolution on an event-by-event basis and is essential to achieving 
high resolution for the impact parameters at the target and for the s coordinates 
of the interaction and secondary decay vertices. In addition, the fact that some 
PWC tracks fail to link to a microstrip track can also be significant. For er- 
ample, unlinked PWC tracks are used as candidates for vee decay products and 
for kink decays. The rejection of unlinked SSD tracks serves as an important 
background reduction tool in searching for charm decays. 

Linking is accomplished by comparing the extrapolated positions of SSD 
tracks and PWC tracks at the center of Ml. Candidate links are subjected to 
a global least square fit using all the hits, both from the SSD and from the 
PWC. For S-chamber PWC tracks, the bend angles in each magnet are required 
to be consistent. Figures 518) and b) prnent the linking efficiency as a function 
of momentum for 3 and 5-chamber tracks respectively. These efficiencies are 
determined by taking all PWC tracks, projecting them to the SSD vertex, and 
then checking to see ii they are linked. The significant reduction in eS?ciency at 
low momentum is a resolt of multiple scattering within the microstrips which 
causes tracks not to he found in the SSD. The asymptotic efficiency at this 
stage is found to be 91.4% for J-chamber tracks and 97.0% for S-chamber tracks. 
Monte Carlo results show that the e!Rciency does not plateau at 100% due to 
the creation of .a few spurious tracks in the SSD algorithm which have a better 
overall x’ than real tracks and hence are chosen. 

In order to improve the linking efficiency further, a special recovery program 
was written to look for missing microstrip tracks. This routine traces unlinked 
PWC tracks back to the target and searches for possible matching SSD hits. A 
2.5% increase in efficiency is observed for J-chamber tracks and a 1.5% increase 
for 5-chamber tracks. The increase is essentially independent of momentum. 
After the implementation of this routine the asymptotic S-chamber linking effi- 
ciency is about 94% while the 5-chamber lillking efficiency is about 98%. 

4.1.6 Neutral Veer 

Neutral vees, KP’s and A”‘s, decay into two charged tracks which may be de- 
tected in the microstrips and/or the PWC’s. When these particles decay in the 
vertex region, they can look alot like charm particle decays, but they have much 
longer mean lifetimes and typically decay downstream of the microvertex de- 
tector. Several vee-finding algorithms are employed in the experiment because 
of the large number of distinct decay topologies. There are four general decay 
regions and categories: ‘SSD vees’, which decay upstream of the microvertex 
detector; ‘MIC vees’ which decay inside the microvertex detector; ‘Ml veer.’ 
which decay between the microvertex detector and the first chamber (PO); and 
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Figure 51: Linking efficiency VJ momentum for a) 3-chamber tracks b) 5- 
chamber tracks before recovery of missing microstrip tracks. 

‘reconstruction vees’ which decay between PO and P2. Ml vees come in three 
‘flavors’, depending on the number of 6 chamber tracks included in the vee. Re- 
construction vees have two specific ‘flavors’ depending on whether the secondary 
vertex is upstream or downstream of Pl. The overall region in which vets can 
be reconstructed is shown in Fig. 52. In alI, vees were reconstructed over about 
10 meters of decay space. 

i. Target Region Vees: SSD and MIC veer 

SSD vees are very straightforward to find, since they involve only looping 
over pain of linked tracks with rem net charge and fitting for their vertex. To 
reduce the number of candidates to a rewonable level this vertex mud be donn- 
stream of the primary vertex by > 20 n, and the vet track vector must point 
back to within 1 mm of the primary vertex in the transverse direction. The K.0 
and A” mass histograms of candidates satisfying these requirements are shown 
in Fig. 63. The primary benefit of the SSD information is that the track vector 
of the vee has resolution comparable to that of an SSD track. Figure 64 shown 
the x and y impact parameter distributions for vees extrapolated to the primary 
vertex. The impact parameters are normalired by dividing by the estimated er- 
ror on m event by event be&. Typical transverse resolutions fox SSD vees are 
about xxx times larger than those for the SSD tracks which compose the vees 

(10 r4. 
MIC vees are neutral vea which decay within the microvertex detector in the 

region between the second and fourth stations. This region is lgcm in length 
and contains about 10% of the observed Kf decays. The search for MIC vees 
is made possible by the very low number of spurious hits in the microvertex 
detector. The MIC vee algorithm takes unlinked PWC tracks and extrapolates 
them back into the microvertex detector. The last (fourth) microstrip station is 
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Figure 52: Regions of the spectrometer in which neutral vees can be recon- 
strutted. 

used as the ‘seed” station and all unused triplets in this station are tested with 
the candidate PWC track by comparing the residual between the extrapolated 
track and the triplet. Ifs triplet is found for a PWC track, the track parameters 
are recdcuiated and the track is projected upstream to the next station where 
the search for unused triplets is continued. If a new triplet is found the track is 
marked as a Z-station track. Since, for each candidate PWC track, more than 
one candidate triplet or pair of triplets may be found, arbitration among these 
triplets is based on the x2 from a global fit to all hits associated with the track. 
All combinations of pairs of camlidate tracks with opposite charge are tested for 
‘Uistance of closest approach”, or DCA. The DCA cut removes almost all the 
spurious tracks. If a candidate track still makes more than one combination, 
only the one with the minimum DCA is retained. Finally the invariant mass for 
both the KP and A hypothesis is calculated and a loose mass cut applied. The 
K, and A0 mass plot8 for this category of ve” is shown in Fig. 66. 

ii. Ml Region Vees 

The Ml region vees are formed from unlinked PWC tracks. There are three 
topologies: ‘TT’ vees, consisting of two S-chamber tracks; ‘SS’ vees, consisting 
of two S-chamber tracks; and ‘TS’ vees,consisting of one 5-chamber track and 
one J-chamber track. The basic idea of the algorithm is the same for all three 
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Figure 54: a) X and b) Y distributions of normalized impact parameters for 
SSD vees extrapolated to the primary vertex. 
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mass. 

topologies: the X-view (non-bend) W(LII used to obtain an estimate for the x - 
I location of the vee vertex and an iterative procedure based on the particle 
tracing formalism described previously w(u used to determine the y coordinate 
of the vertex and the momentum of EJI non-S-&amber tracks. The SS veer also 
required the additional constraint that the vee point back to the primary vertex. 
At this point a fit employing the full covuiance mat&n of the tracks, including 
MCS corrections, was applied to we candidates from alI three topologies. The 
requirement that the vee point back to the primary vertex was induded in the 
fit via a contribution to the x’. The resulting x’ per degree of freedom was 
a good indicator of how well the candidate satisfied the vee hypothesis. Since 
the kinematics of the vet decay had an enormous effect on the mass resolution, 
the conrie.ncc matrix of the vet fit is used to calculate the resolution for each 
candidate. Mars distribution8 norm&red to the expected resolution are used to 
select true KP’s and A’% instead of the raw mass diatributiona. Figure 56 shows 
the raw and normal&d KP mass histograms for each of the three topologies. 
Fits to the normaIised distributions give widths of 1.1 to 1.2, showing that 
the error estimates art reasonable. The A” mass histograms (with the higher 
momentum track assumed to be the proton) are shown for the three topologies 
in Fig. 57. It should be noted that aII Ml vee candidates appear M entries in 
both Fig. 56 and 57. 

iii. Reconstruction Veea 

Reconstruction vees decay in the region of the spectrometer between PO 
and P2. These veea are important to the analysis for two reasons. First, since 
higher momentum veea are more likely to decay donnatrcam, the reconstruction 
vea substantially improve the acceptance at higher 2,. Second, the momentum 
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Figure 57: A0 maas distributions for Ml region vees: a) TT WCS; b) TS vees; 
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vectors of these vees are determined independent of the Ml magnetic field, so 
the p, kick of M2 can be checked in a manner independent of Ml by requiring 
these K,” decays to have the correct mass. 

Since the reconstruction we decay region is essentially field-tree, no magnetic 
trace is required to find these vees. This fact makn the we pattern recognition 
conceptually simple. However, the two tracks of the vee have less redundancy 
than S-chamber tracks. For example, for a vee decaying downstream of Pl, 
each trek has at most 12 hits, as compared to 20 hits for a S-chamber track. 
A more serious problem is that individud track momentum resolution for these 
downstream decays is poorer, because the upstream slopes we less constrained. 
To obtain better we resolution and signal-to-background, the reconstruction vee 
fits are based on (L fit to the we aa a whole, imposing the constraint that the two 
tracks of the vee must have II common vertex in three dimensions. Thus, the 
fitting procedure involves determining a total of 13 parameters: the five track 
parameters (x intercept 80 and slope a’, y intercept p. and slope If, and y bend 
angle &‘, just M for 5 chamber tracks) for each track, plus three parameters 
(ad, pd,za) for the vee decay point. The equations of constraint arc: 

These equations (ore true for each track individually, so the number of degrees 
of freedom in the fit is reduced by 4. An additional advantage of this method 
is that one obtains a x’ for the fit which is directly related to the probability 
that the neutral vee hypothesis is correct. 

The reconstruction vee search proceeds as follows. The program first looks 
for vea decaying between PO and Pl, then for veea between Pl and P2. Each 
program has the aame flow. Single track projections are found in the X (non- 
bend) view. The X hits are matched up with U, V, and Y hits to form track 

candidsta and single track Rta are performed. A looae x’ cut is made on the 
single track fits. Finally tracks of oppoaitc charge are paired up to make vn 
candidates and the constrained fit described above is performed. Candidates 
with acceptable Ats are sent to an arbitration algorithm which inaures that no 
X-projection is uacd in more than one we. 

The ven which decay between Pl and P2 with decay tracks which exit 
before passing through P4 are handled separately. These tracka are subjected 
to an additiond constraint that they originate at the primary interaction vertex 
and the transverse momenta of the tracka about this direction are required to 
bdance. 

Figure 56 presents plots of If,” decays for the two reconstruction vee csto 
gotin. 
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Figure 58: K,O mass plots for two reconstruction vee topologies: a) decays 
occurring between PO and Pl and b) decays between Pl and P2. 
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4.1.0 Kinks 

The term “kink” refers to a decay where a charged particle passes through the 
microstrip detector and then decays to a single charged track and a missing 
neutral particle. The decay volume ia from the end of the microstrip detector to 
the main spectrometer chamber PO. Although it is possible (and WEU performed 
in previona experiments) there h.w been no attempt to reconstruct charged 
particle decays in M2. Table 9 dmns the decays that can be reconstructed from 
the “kink” topology. Anti-p&i&a arr. included. 

The reconstruction technique involves running the kink routines after all 
other PWC tracking, SSD tracking, and vee routines arc called. Only microstrip 
tracks which do not link and which point into the Ml aperture an used. The 
requirement that the microstrip track point into the Ml aperture is employed 
to eliminate very low momentum target fragments. Next, dJ unlinked main 
apectrometcr tracks are chosen as possible candidates for a kink. Vee candidate 
tracks are also not considered as potentid kinks. A successful candidate has a 
decay point as determined by an intersection in the X view of the microstrip 
track and the main spectrometer track between the microstrip detector and PO. 
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Next, the momenta of both the parent and the daughter are calculated using 
each of the 6 possible decay hypotheses. The daughter track must always have 
the same sign charge as the parent; it must also have less momentum than the 
parent. 

Two separate techniques are used depending on whether the main spectrom- 
eter track is a bchamber track or a a-chamber track. The 5-chamber tracks have 
their momentum determined by M2 and hence by tracing them back through 
Ml, their x and y position can be determined at any I position. Initially, the 
I position determined by the intersection of the microstrip trsck and the PWC 
track in the non-bend view is used to determine the parent momentum. If the 
intersection point is in the magnet, then the parent momentum can be uniquely 
determined. If the intersection point is upstream of Ml, then there is (L twc+fold 
ambiguity in the momentum of the parent particle. 

Intersections of J-chamber tracks and microstrip tracks are only used when 
they occur upstream of Ml. The non-bend view determines the s of the inter- 
section point and the PWC J-chamber track is traced upstream to the parent y 
position. Once, again there is a twc-fold ambiguity in the parent momentum. 

4.2 Cerenkov Counter Analysis and Charged Particle Iden- 
tiflcation 

The following is a discussion of the procedure by which a track is identified 
using information from the 3 Cerenkov counters. 

Charged tracks traversing the Cerenkov counters can be categorised as ei- 
ther electrons, pions, kaons, or protons. These 4 particles, which comprise the 
majority of dl tracks emitting Cerenkov radiation in the experiment, have dif- 
ferent threshold momenta at which they begin to radiate ( see Table 7). Using 
the known momentum of a particular track in au event and the properties of the 
gas in each counter, II hypothesis is established concerning its light deposition 
in the counters for each of the 4 presumed identities. The actual presence or 
absence of light in a counter will contradict some of the hypotheses. Those par- 
ticle types are then excluded as possible identities of the track. To the extent 
that the 3 counters agree on the allowed categories, the trsek may be definitely 
identified as one of the 4 particlea or msy remain ambiguous between several 
catcgorin. 

The approach involves first determining if a track radiated light in a counter. 
Eseh of the 100 or so cells in a counter yields PMT pulse height information 
which is rend from ADCs for each event. The cell is called “on” if the pulse 
height exceeds (I threshold, typically several pC above pedestal. For a given 
track, the relevant cells being examined arc the one struck by the track and all 
m&cent cells. An anticipated light yield, based ou photoelectron calibration 
of the counters, is calculated for each of these cells. The amount of light ex- 
pected in a particular cell is a function of the particle hypothesis, the particle 
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momentum, and the geometric overlap of the particle’s Cerenkov cone with the 
cell. Predicted light yields of tracks are calculated initially for pion and electron 
hypotheses, depending on the momentum, and the analysis is iterated to choose 
the better assumption. If the actual pulse height exceeds a low noise level in any 
cell predicted to have light from this track, the counter is said to be “on” for 
that track. If, however, more than one track could have contributed a significant 
amount of light in that cell or cells, the counter is said to be “confused” for that 
track. When the anticipated light yield from all “off” cells -so&ted with the 
track exceeds II certain value, the counter is called “off for that track provided 
the track was not previously called “on”. The algorithm is therefore biased 
towards calling the counter on, which in turn means that tracks are more likely 
to be assigned to light particle categories and less likely to be falsely assigned 
to a heavy particle category. 

Once the rnponrc to the track in each counter is found, a table of particle 
consisteucia is set up. For example: counter C2 may be “on” for a track with a 
momentum just above itm kaon threshold ( see Table 7). In this we, the track 
is consistent with being au electron, pion, or kaon according to C2. If the -me 
track har a momentum just above the pion threshold of Cl which is also “on” 
for that track, it is consistent with being au electron or 8 pion according to Cl. 
When combined logicdly, information on the particle identification from dl 3 
counten placea the track in a man precise identiAcation category. The possible 
identillcation categoria are listed in Table 14. In the example above, combined 
information from Cl and C2 identifies the track in question aa e/r ambiguous. 
Information from C3 may serve to confirm or contradict this classification. In 
the case of a contradiction, no identification is given to the track. This will 
occur when one of the counten faila to detect Cerenkov light or if a signal in a 
cdl is f&ely attributed to II track. Some of these over-specified tracks can be 
recovered by ignoring information from counters which are %T” when the track 
hru a momentum above the proton threshold. Otberwimc these tracks remain 
unidcnti&d to avoid any false classification. 

Tracks can be under-apecii?ed by the Cercnkov system aa well. These are 
- where the identiiication rcmaiua ambiguous between light and heavy par- 
tides, molt often in e/r/K, r/K/P, and c/r/K/P categories. High momentum 
tracks are often under-~pecilied because they exceed the highest threshold in 
one or more counters. The counter thresholds therefore determine a momentum 
range for each particle type beyond which the system is incapable of making 
specific identification. This in an important point when conlidering the overall 
performance of the Cerenkov system. 
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4.3 Muon System Performance, Muon Identification and 

In order to establish a criterion for muon identification, one must have (L good 
understanding of the efficiency of the muon system. The efficiency of the muon 
detector ir measured with PWC tracks (in special muon runs) projected to 
the muon system. Au allowance for multiple scattering is made by defining a 
circle of radius 34) around the straight line projection. A search is made 
for a corresponding hit within this circle. o&), the deviation due to multiple 
scattering, wea found from a fit to the equation: 

4 LJ: aP)=pl+-p+o~, (11) 

where (13, fi and 04 arc the fit parameters and p is the momentum of the particle. 
The data points for this fit arc derived from distributions of the deviations 
between the projected hit position and the center of the nearest proportional 
tube which was hit. The fitted vdues of rd were in agreement with the physical 
width of the proportional tubes[l’l]. Thus, in measuring the effldency, the 
border of ?ht search circle was cdcul&cd as: 

0 = 2,+3a~cose (12) 
y = *++u,sinB (13) 

when o, and p, are the coordinates of the straight line projections and the angle 
13 vuria from 0 to 22. For the counter planes, the parametem used in calculating 
o# are the same m for the proportiond tube plane immediately upstream. 

The efflcicncy is defined IM the number of muon tracks with hit, within the 
projected cone of the PWC track divided by the total number of tracks pointing 
toward the detector. The .versge efflcicucia of the arrayn of counten are shorn 
in Table 10. 

For the photoproduction tuna, the criterion for muon identification is based 
on counting the number of inner muon planea matched. In deciding which 
criterion to use, several J/J, - &c(- samples taken from the dimuon trigger 
data were studied. Each aample contained only events with two oppositely 
charged tracks and differed from the others in the criterion that wan used to 
identify the muous. The distribution of the dimuon invariant maw (M,+,-) in 
the region of the .I/$ mass, shows a cleat J/4 signal. The ratio of background 
to signal wan studied for various muon identification criteria and was used to 
determine the overall efficiency and rejection with each criterion. 

Figure 59 shows that requiring 5 out of 7 muon planw to identify a muon 
gives a good signal/background ratio while not diminishing the signal signifi- 
cantly. It should be pointed out that this definition requires at least one fired 
channel in the back planes of the inner muon system. The probability that a 
muon is identified ae. a muon by this procedure, calculated from the efficiencies 
of the individual counters, is 96.36%. 
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I Detector 1 efficiencv 
Name 
IMlV 
IMlH 
IM2H 
IMlX 
IMlY 
IM2X 
IM2Y 

PI - 
99.76 
99.66 
99.62 
65.76 
84.08 
61.40 
62.55 

Table 10: Average efficiency of muon arrays 
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Figure 59: Efficiency of muon counters obtained from topologicdIy identified 
J/+‘s, a) shows the invariant mass distribution for dI two track events recorded 
with the muon trigger; b) has the additional requirement that each track must 
match at leaat 5 (out of 7) muon detector planes. 
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The muon runs were analyzed with the muon identification requirement and 
the muon identification efficiency wan found to be 97.85%, in good agreement 
with the prediction from efficiency measurements for the individual counters. 

During the 20 (I beam spill, the singles rate of the 2.0 m by 3.0 m Inner Muon 
hodoscope plane was about 1 MHz. The Inner Muon trigger, which required at 
least 2 of the hodoscope planes to have at least 2 channels of counters on, had a 
rate of about 5 Rs, which made up about 5% of the data written to tape. The 
Inner Muon trigger efficiency, determined by Monte Carlo, for J/+‘s decaying to 
2 mnons was over 95% for events within the geometric acceptance of the muon 
detectors. 

4.4 Performance of the Electromagnetic Calorimetry 

4.4.1 The Response of the OE and IE to Minimum Ionisiig Particles 

Muons, pious and electrons have been used to determine the OE and IE counter 
geometry, to measure their light attenuation curves, to equalise their gains and 
to calibrate the energy scale of the electromagnetic (em.) calorimeters. The 
conntem response to m.i.p.‘r was studied in the laboratory before the whole 
detector was assembled. High voltages were set to position the counter outputs 
for one m.i.p. at a suitable ADC channel, as shown in Table 11. This provides 
a dynamic range up to 25 GeV for the OE, and up to 80 GeV for the IE. 

The TM counters described previously provide a trigger signal for muons in 
the forward region - f40mrad. The OE movement allows one to illuminate 
ewm the outermost counters with muons by moving them onto the beamline. 
The expected Landau distribution is smeared by inclined muon tracks, sharing 
energy between two counters. However, the peak position is used to verify and, if 
necessary, adjust the PMT gain, reaching an approximate (iZO%) eqnalisation 
for all counters. After the equalisation, prolllea for all counters are determined 
by plotting their efficiencies, at a typical threshold of 0.3 m.i.p., as a function 
of the track impact point measured by the MWPC. This is shown in Fig. 60. 
By excluding tracks depositing more than 0.1 m.i.p. in the nearby counters, an 
energy distribution, shown in Fig. 61, is obtained that can be fitted with the 
proper Landau curve. 

A 30 GcV pion beam wau alao used for the same purpose. A very narrow 
beam of pions were ddined by a system of three scintillation counters located 
upstream and downstream of the OE. The beam size wea 1 cm x 1 cm and 
its divergence was f4mred. Pions interacting in the calorimeter were rejected 
using anticoincidence counters. Simulations show that hsdronic showera are 
suppressed in this setup by better than a factor 10’. 

Figure 62 shows typical attenuation curves for counters with different lengths 
and widths. By following the described procedure, peaks of Landau distributions 
are wed to intercalibrate the counters, and to fit their attenuation curves. 



Table 11: Settings for minimum i&sing particles in various sampling segments 
of the OE and IE 

OUTER ELECTROMAGNETIC 

OEO OEBS OE9Z OElV OElH OE2V OE2H 

ADC counts 600 600 600 300 300 300 300 

PC 30 30 30 15 15 15 15 

INNER ELECTROMAGNETIC 

IElV IElH IE2V IEZH IEPADS IE3V Il?3B 

ADC counts 100 100 100 100 100 100 100 

PC 5 5 5 5 5 5 5 
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Figure 60: Efficiency curve for counters aa a function of impact point extrapo- 
lated from PWC track parameters. This shows the precision of the determina- 
tion of their location. 
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Figure 61: Typical response of a Rvcfold counter to muon*. 
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figure 52: Examples of attenuation curves for a counter in OEQ, OEO, and OJW 
obtained swmnir.~ data from sevcrd muon calibration runs. 
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4.4.2 Energy Calibration, Resolution and Performances 

The enezgy range for photons and electrons in the calorimeter acceptances was 
studied using a Monte Carlo program[44] based on (L photon-gluon fusion model 
and the Lund fragmentation model. The program predicts typical photon ener- 
gies for the OE (IE) in the range l-IOGeV (lo-lOOGeV), whiIe electron energies 
in charm semileptonic decays go UP to 30GeV (6OGeV). 

The rnponae of the calorimetera to photon- and electron-initiated em. show- 
en, their linearity, the s&c factor between detected energy and incident energy, 
and their energy resolutions have been studied using a GEANT simulation. 

The detected energy is parametrized aa 

Ei.,., = ; -i- 
E mv,b”fi cGeVl 

where E is the particle incident energy, Ed.,.., is the particle energy deposit 
in the calorimeter’s active layers, and o~ry~.,, = FWEM/2.36 is the relative 
emxgy resolution at E = 1 GeV. 

For the OE, arc = 5.66 f 0.02 when computed et E = 10&V. The 
variation oi (IMC is *5% in the range E = 1 - 6 GcV and only f2% for E 2 
6 GeV, while an energy resolution omay = 13% is predicted. 

The energy scale and resolution predicted from Monte Carlo studies have 
been verified using physics signals. The reconstruction algorithms for neutral 
showers begin with the identification of dusted energy deposits associated with 
the projections of charged tracks reconstructed in the magnetic spectrometer. 
Remaining clusten in the two orthogonal r-y views are coupled using diagonal 
countem and energy balance criteria. The shower centroida, once corrected for 
systematic effects, determine theimpact point ofphotons. The typical resolution 
on the shower position, aa measured by the sampling at shower maximum, is 
f0.9cm at 3GeV and rt0.3cm at 10GeV. 

Energy deposits (in ADC counts ) in each counter are multiplied by cal- 
ibration constants, corrected for Iight attenuation in the counters, and then 
summed up to determine the detected energy sssocisted with each cluster. Fi- 
nally, the rum of energy dusters longitudinally forming a reconatrncted photon 
track enters Eq. 14 aa the detected energy term. 

The position of invariant maas peak for the #(Fig. 638)) ww used to fine 
tune the energy scale. Optimisation of the peak position provides (108 = 5.671 
0.13, while the experimental width observed is compatible with QWBH = 15%, 
in agreement with the resolution predicted by the simulation. 

Broad band electrons in the momentum range lo-20GeV were also used for 
energy calibration, yielding results in overall agreement with the other methoda. 
The OE response to a primary beam of nominally 16 GeV electrons, with (L mo- 
mentum spread w 30%, is shown in Fig. 64. Electron energy deposits are clearly 
visible, along with those from contaminating m.i.p.‘a and showering hadrons. 
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The OE and IE calorimeters significantly extend the e - r rejection range 
beyond the Cerenkov momentum range, to include from 6 to 25 GeV and from 
17 to 90 GeV. 

To optimise the algorithms for electron identification, e+e- primary Beth+ 
Heitler pain and e+e- Bethe-Heitler pairs from photon conversions in hadronic 
events, can be used. The E687 magnetic spectrometer is used to measure the 
e-(ef) momentum (with o(p)/p 5 0.59 o in the momentum range of interest). 
To reproduce standard experimental conditions, the analysis magnets are set 
to the currents used during normal data taking. The correlation between the 
energy deposit in the calorimeter and the electron momentum measured in the 
spectrometer is shown in Fig. 65. 

The electron identification algorithma have been developed in the framework 
of Discriminaut Analysia[45], which allows efficient differentiation between two 
or more groupa of events, once a set of meaningful variablea (called “Discrim- 
inent Variables”) is found, which provides good discrimination for cases with 
known group membership. Muons, beam pions, piona from If: decay, and e+e- 
paira ace used to form the “known” group. The patterns of energy deposits 
and the ratio E/p between the energy measured by the calorimeters and the 
track momentum, p, as measured by the magnetic spectrometer were used w 
discriminent variables. The overall h&on rejection obtained for a 90% elec- 
tron identification efficiency is - lo’, es shown in Table 12. Figure 66 show 
the efficiency for electrons and the residual hsdron contamination M a function 
of the track momentum. 

Energy scale, energy resolution, and rejection algorithms were determined 
for the IE following the procedure described for the OE. However, in order to 
improve the IE pattern reconstruction capabilities for solving x-y ambiguities 
for both photon. and electrons in crowded events, only oue (x or y view) energy 
sampling is rued. The energy scale experimentally tuned by the w” maw peak 
(Fig. 63b) ia =~a = 5.89, while the observed resolution, r~waw = IS%, is 
consistent with the Monte Carlo predictions. 

Finally, the ability of the brcnkov countem and cm. calorimeters to identify 
electrons is compared in the canmon momentum range, i.e. 2-6 GeV (7-17 GeV) 
for the twc-counter (three-counter) system. Once one rpecialixes to the subset of 
non-overlapping em. showen fully contained laterally in the calorimeters, 90% 
of the track called electrons by the two &renkov countcn Cl and C2 are called 
electrons by OE and 88% of the tracks called electrons by all three Cercnkov’a 
rue called electrons by the IE. To achieve ‘clean’ electron identification from the 
&renkov counters tight cuts were applied so that the efficiency of Cl and C2 
for wide angle electrons is 70% and of Cl, C2, and C3 for smaller angle electrons 
is 58%. 

Although the energy resolution and pattern recognition capabiity of the 
E687 c.m. calorimeters were significantly degraded by the modifications to their 
sampling structure with respect to the original design, they still provide good 
e-r separation which can be used to identify electrons from semi-leptonic charm 
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Figure Bl: OE rcsponsc to a nominal 18 GeV electron beam, contaminated with 
m.i.p.‘g and nhorcring hadran. Shaded ares is nhowen identiiied aa hadrons 
by the algorithm. 
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Figure 66: The scsttcr plot of energy detected in the calorimeters versan mo- 
mentum measured by the magnetic spectrometer for dcctrons and positrons 
from an e+e- sample. The expected correlation around E/p = 1 is obtained. 
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Figure 66: Electron efficiency and msidud hadron contamination as a function 
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Figure 66: Electron efficiency and msidud hadron contamination as a function 
of track momentum measnrcd by the spectrometer 

Table 12: Efficiency for identifying e* conversion pain in hadronic events and 
residueI contamination for picm from If.0 decays in the OE em. calorimeter. 
A momentum cut greater than 6 GeV is applied. 

Shower longitudinal 
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Fig= 67: Diitribution of Kx invariant mass, showing the fro signal from the 
semileptonic decay D*+ - R=%+v.. Electrons are identifkd by the calorime- 
ten . 

decays and a significant photon reconstruction capability for charm event6 with 
Ion neutral multiplicity. Figure 67 shows the I?‘O invariant mass peak from the 
wnileptonic decay D’+ -t ~?‘~e+ v., 
e.m. edodmeten. 

where the electron ia identified by the 

4.5 Monte Carlo Simulation of the Detector 

Two complementary software packagea an used to simulate the detector rc 
sponse to minimum bies, J/$, open charm, and beauty events. One of them is 
based on the GEANT3[46] ayatcm written at CERN; the other one is a stand- 
alone program named ROGUE[47] written npecbically for this detector. In addi- 
tion, the performance of specific subdetector elements such es the beam tagging 
system, the microstrip detector and the cerenkov countem were studied in great 
part with small, dedicated &and-alone Monte Carlo programn. 

GEANTS allows a complete and detailed simulation of particle tracking M 
well aa calorimetry. Its graphic capability wan useful at early stages of the 
design of the tracking reconstruction software to understand and locate pat- 
tern recognition issues (Fig. 66). All d t t e ec or elements were included in this 
GEANTS bared package. Some of them used detailed aim&&n tools avail- 
able in GEANTS such (~1 bits and digitisation data structures. Others were 
based on the stand-alone subpackga mentioned above. The GEANTJ infraa- 
tructurc allows the construction of a coherent and manageable “global” Monte 
Carlo package capable of generating “fake” data tapes for a wide variety of 
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Figure 68: Picture of an event from the GEANTS Monte Carlo 

processes. Since the format of these “raw” Monte Carlo data tapes simulates 
exactly the back-end I/O layer of the data acquisition system, no modifica- 
tions are required to the PASS1 reconstruction program to compute effective 
acceptances, resolutions, efficiencies, etc. A so-called “god’s block”, which con- 
tains detailed information about the generated event, is appended to the output 
record for each event. GEANTS ia interfaced to a recent version of the program 
Lncifer[46], which is put of the LUND family of event generation programs. 
Lucifer permits great flexibility in apccification of the production dynamics and 
fragmentation schemes nacd to generate the events. GEANTJ’s complete shower 
sin&&on capability haa been used extensively to check the position and energy 
resolution of the electromagnetic and h&o& calorimeters. An approximate 
showering model, based on real data aa well GEANTJ studies, wan used to sim- 
ulate the hadron calorimeter response and the related second level-trigger bias 
for the production runs to keep the computing requirements within acceptable 
limita. 

ROGUE avoided the major limitation of the GEANTS system, namely it’s 
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speed. The speedup is achieved by hard-wiring the geometry into the program 
to avoid the overheads paid by GEANT to search through more general (and 
flexible) structures and by using experiment specific information to reduce com- 
puting requirements wherever possible. In addition, the much simpler software 
infrastructure of ROGUE allowed great flexibiity in speed optimization. The 
GEANTS based Monte Carlo package simulate8 a complete open charm event 
in approximately 22 VAX 780 seconds, while ROGUE is able to simulate the 
same kind of events in 3 VAX 780 seconds. 

The ROGUE package consists of the following major components: GENERIC, 
an event generator; CHAT, a user-friendly interactive front end for defining a 
physics problem to GENERIC; and ROGUE which handler the detector simu- 
lation and writes the “fake” tape. 

GENERIC performs the simulation of the incident beam, the production of 
the primary charm or beauty muons and baryons, and the decays of alI unstable 
particles. The incident photon generation begins with the measured electron 
distribution at the radiator. Electrons generated according to this distribution 
are followed through the radiator and the resulting collection of photons is traced 
to the target. If a photon intersects the target (the beam is bigger than the 
target), it is ailowed to interact. ‘The number of electrons required to produce 
the charm sample is recorded to help in the normaliration of the data. The user 
haa flexibility in the definition of the physica processes which occw when the 
photon interacts. For example, she may choose to generate a pslticnlar decay 
mode for either or both charmed particles or may force one type of charm particle 
to be produced and to decay into a specific mode while permitting the opposite 
side to have (L variety of charmed states produced and to decay into a whole 
variety of different final states. The program offers various options with respect 
to the initial charm particle dynamica including one generator based on photon- 
glnon fusion and Feynman-Field fragmentation into hadrons and another one 
based on experimental measurements of inclusive charm photoproduction (491. 
Target jets are formed by Fcynman-Field fragmentation of the backward-going 
quarks to complete the event. 

The program ROGUE simulates the response of the spectrometer to the 
particlea M well (UI the responses of the particles (magnetic deflection,multiple 
Coulomb scattering,etc.) to the spectrometer. The basic philosophy of ROGUE 
is to trace each final state particle produced by GENERIC in turn, by atepping 
the pazticlc to specified atopping locations, until the particle uses up its decay 
path, faila to clear an aperture, or leaves the spectrometer. Stopping locations 
are points where some action must be taken: at silicon planes or wire chambers 
to simulate hits, in benkov radiators to generate photons (and trace them to 
PMT’s), at specified points for multiple scattering, at the aperture of a device 
to determine if the particle is accepted by it. After alI the particles are tracked, 
the event is digit&d and written to tape. ROGUE hss the ability to drop hits 
to simulate chamber inefficiency and to add hits to simulate noise. Multiple 
scattering is handled by applying a simple Gaussian model at specified stopping 
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locations. Electrons are allowed undergo bremsstrahlung in the spectrometer. 
Response of trigger counters is also simulated. The hadrometer portion of the 
trigger is simulated using the same approximate distribution employed by the 
GEANTS program. ROGUE does not have the ability to generate showers for 
either hadrons or photons. 

A detailed evaluation of the results on Monte Carlo data is required to certify 
the reconstrnction program. Correct estimation of the tracking resolution - 
mostly dominated by multiple scattering for the inner spectrometer -is essential 
for lifetime measurements. Understanding the systematic effects in momentum 
mcasnrements is required to achieve the best mass resolution. Large samples 
of events are required to compute efficiencies and acceptances. For this reason, 
the ROGUE program haa been extensively employed as II production Monte 
Carlo. On the other hand, detailed understanding of the calorimetry and muon 
identification have taken advantage of the capabilities of the GEANTJ program. 
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5 Vertex Reconstruction 

The abiity to separate trsckn coming from the primary interaction vertex from 
those coming from secondary decays occurring on the order of a few hundred 
microns downstream is the key to obtaining clean samples of states containing 
heavy quarks with lifetimea in the lo-” - lo-” second range. By using only 
those tracks coming from a downstream vertex in maw combinations, combi- 
natoric backgrounds can be significantly reduced and maas peaks with good 
signal to background ratios can be obtained. Two different and complemen- 
tary algorithms which are used for vertex reconstruction are described below. 
Each of these techniquea has succeeded in producing striking charm signals in 
a variety of Rnal states. A clear understanding of the relative strengths and 
weaknnaea of these two approaches has been achieved and hss contributed to 
the underatamiing of the optimal way to perform vertex reconstruction. 

5.1 Candidate Driven Vertex Algorithm 

The basic idea of this algorithm is to use a charm candidate M a seed to find 
the primary vertex. A combination of tracks eonsiirtertt with a given chum 
(or beauty) decay mode is selected. This includes, for example, selection of 
particle combinations such aa Krr with the right charge and strangcnesa coz- 
relation. The candidate tracka which form the charm particle are then fitted to 
the hypothesis of II common vertex. If they conform to this hypothesis tith a 
confidence level greater than I& specified minimum, typically 2 0.02, then the 
cluster is accepted M a ‘candidate’. The full covariance matrices of each track 
comprising the candidate arc used to generate a charm *track”, which then is 
Atted to a common vertex with all other SSD tracks one at a time. All tracks 
which form a vertex with the candidate with a confidence level > .02 are put into 
a lint. The tracks in this list are combined pairwise with the candidate and the 
pair with the best confidence level ia kept an a primary vertex. The algorithm 
then loop cwer the other microstrip tracks adding one track to the primary 
and refitting, always keeping the best track from each iteration. When the best 
remaining track has a confidence level < .02 for coming from thin vertex, the 
search terminates. In addition to fits of the primary and secondary vertices, 
a global fit is applied to the decay tracks to find the decay length, L. The 
quantity -&, where 0~ is the calculated uncertainty in L, ia then an unbiased 

measure of the significance of detachment of the secondary vertex. Cutn on 4 
can be used to improve the signal to background by requiring more significa% 
separations at the cost, of co11rse, of some signal. The method works efficiently 
since the resolution is much smaller than the typical decay lengths 80 that the 
IOU of signal required to reduce the background is not too severe. 

Since it is possible to obtain charm signals in the decay chain D*+ + Ds+ - 
(K-r+)*+ without using vertex constraints, the absolute efficiency for finding 
a successful primary vertex with this algorithm an be determined. It is just the . 
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Figure 69: Primary vertex finding efficiency obtained from D’ signal. a) Kr 
combinations with a primary vertex b) All Kr combinations. 

ratio of signal peak area for events from this decay chain with a primary vertex, 
Fig. 698) to the peak area for all events, Fig. 89b). Fits to these histograms 
give an efficiency of 90% for this algorithm. 

The validity of the Candidate Driven Vertex Algorithm can also be deter- 
mined by examining the & distribution for noncbarm candidates. Since these 
candidatea should be random combinations of tracka coming from the primary 
vertex, the & distribution should be a Gaussian of unit width if the errors 
have be-en correctly c&&ted. Nonchsrm candidates are defined to be track 
combinations which tall more than 5u away from the AM and Do mass values 
which define 8 D’ decay. Figure 70 shows the background & distribution for 
the noncharm Kr mans combinations. A fit givn a width of l.Oli.02 showing 
that the resolution functions are correct. 

Figure 71 shows the combined yield of Kr (x’s) and K3r (O’s) from D*‘s 
surviving cuts on minimum & aa 6 function of the cut value. The dashed curve 

given the suwival probability as a function of & from the Monte Carlo. The 
slope of this line implies a Monte Carlo lifetime resolution of .044 ps. This “ 
effective” rmolution combines uncertainty in both the primary and secondary 
vertices. 

5.2 Stand-alone Vertex Algorithm 

This algorithm uses only the microstrip information to determine vertex assign- 
ments and attempts to reconstruct the whole vertex topology of the event. 

The method is based on an iterative procedure which, given a certain number 
of tracks, tria to build a vertex, disregarding, in each iteration, the track giving 
the largest x’ contribution. The procedure ends when the global x’ of the 
vertex becomes smaller than a specified value. As a first trial, the vertcxing 
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Figme 70: Background * distribution for noncharm Kr mass combinations 
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Figure 71: Yield of D candidates surviving various & cuts 
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Figure 72: Invariant mass distribution for K-x+x+ secondary vertices obtained 
with the Stand-alone Vertex Algorithm. The D+ signal is clearly seen over 8 
small background. 

algorithm assigns all the trscks to 8 common vertex. In successive phases, only 
the tracks not previously included in 8 vertex are considered. Each time 8 
vertex is found, the program then tries to add to the same vertex other tracks 

which could have been erroneonsly disregarded or simply not considered since 
they nm already assigned to another vertex. The vertex fitting procedure does 
not make use of the reconstructed track parameters, but performs II new fit 
using the associated hits, with the constraint that alI the included tracks ccme 
from II CO~~OIL vertex point. At the end of this procedure, tracks have definite 
4gnments to 8 specific vertex. Some tracks may not be assigned to any vertex 
and they are not permitted to enter any mass combinations. 

A &a, example of the performance of this vertex algorithm is given by the 
D+ + K-z+& signal as observed with the simple requirement of a secondary 
vertex of three tracks with 8 net charge of 33, with 8 resulting momentum 
vector pointing back to L primary vertex in the target region; the K maas is 
attributed to the opposite sign track (Fig. 72). In this selection no Cerenkov 
information was used st all. 

5.3 Comparison of the two algorithms 

The performancea of the two algorithms have been compared in detail. The 
characteristics of the Stand-alone Vertex Algorithm are: 

l No specific decay mode is assumed. This technique is therefore able to pick 
up decays with missing neutrals, e. g. Y or @. No biases are introduced 
into initial selection of candidates by assumptions about Anal states. 
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. This method achieves excellent signal-to-background ratios. The method 
h= a built in bias towards including poorly separated tracks into the pri- 
mary vertex. Poorly resolved secondary vertices are lost but background 
is signifieautly reduced in the proens. 

. Thin method bceomea inefficient for short lifetimes for the same reawn: 
tmeh occurring close to the primary vertex will have II good chance of 
being assigned to it. If even one of the decay products suffers this fate, 
the whole decay is lost. 

The characteristics of the Candidate Driven Vertex Algorithm are: 

l Even primary vertices containing only one track can be found. 

. There is no efficiency problem at short lifetime because the basic method of 
finding an acceptable secondary vertex without checkiig whether there is 
(L better assignment to the primary vertex favors assignment to the charm 
candidate rather than the primary vertex. This insurer the efficiency 
of the algorithm at short lifetimes while obviously accepting additional 
background. 

l Thin method allows one a wide lattitudc in signal versus signal-to-noise. 
If oue usea a relatively low 5 cut, one achieves several times the yield 
obtained with the Stand-alone Vertex Algorithm but at the expense of 8 
much poorer tignal-to-noise ratio. As the & cut is increased, both the 
background levels and the tignal yields become quite comparable. 

It is clear that there is a continuum of solutions between these two algo- 
rithms. In the search for vertices, the Stand-alone Vertex Algorithm can be 
relaxed by allowing retignment of a track from the primary to the secondary 
vertex in cac.ea where the track’s assignment is ambiguous between the two. This 
improvea the yield while, of coune, inereting the background. In the Candidate 
Driven Algorithm, there are also means available to improve the $gnal-twmise 
besidea merely making a cut at larger values of 4. These include requiring that 
no other track be consistent with psssing throngi the secondary vertex and that 
no track which is assigned to the candidate vertex cau be combined with the 
tracka assigned to the primary vertex and produce an acceptable x’. It haa 
thus been demonstrated that the two methods, starting from rather different 
philosophies and initially appearing to produce rather different results, can be 
made to converge by adjusting some of the requirements that they impose on 
the vertices that they form. 
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6 Performance of Tracking and Charged Par- 
ticle Identification systems 

6.1 Incorporation of MCS Errors 

It ia important to obtain realistic track covariance matrices which incorporate 
both detector grsnularity and multiple scattering errors. Many of the fits used 
in EBB7 (such aa secondary vertex fits, and K, and A0 fits) involve minimisa- 
tion of x’ which should properly reflect tracking errors. Often the confidence 
level distributions of these fits and the widths of resolution distributions nor- 
malired to uncertainties from the data serve as important checks of the proper 
calibrations and alignment of the El387 apparatus. 

In the act of track fitting, a fitted track parameter, t. can be written as 8 
linear transformation of the wire coordinates Xi of the form: 

L = PPCXC (implied mmma&m) (15) 

For the case of an over-constrained system, where there are more wire planes 
than track parameters. different P-4 maiden rhieh provide uubiwd estimates 
oft. M possible; these may differ in the choice of space point weighting. The 
optimal variance choice weights space points according to the true coordinate 
covnrianee matrix < JXc6X, > which reflects both MCS and grannlarity aeight- 
ing. 

Iu order to reduce the computer time per event, E667 employs a simple least 
squarea tit where the MCS contributions to the true coordinate covariance ma- 
trix an ignored. The vaulting track estimates are optimal at high momentum 
but nonoptimal at low momenta where MCS effects predominate. 

Although MCS effecta are not taken into account in the track fitting their 
contribution ce.u be taken into account in computing the track error matrix. In 
terms of the Pa< matrix, the track cowuiance matrix is: 

< 6k&p >= P-4 <6X,6X, > Ppj 

The coordinate covariauce matrix contains a diagonal term due to detector 
granularity and an off-diagonal momentum dependent term due to MCS. 

6~ < 6X,6X, >=+% 
9 

The off-diagonal elements of 01, reflect the fact that a multiple scatter will 
introduce a eorrelated stochastic deviation in the coordinates measured by all 
planea downstream of the scatter point. 

Equations (16) and (17) imply a momentum dependence of the form: 

< 6t,6i, >= < 6t&3 >m 
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where < 6t.6tg >, is the track covariance matrixelement at infinite momentum 
and P$ is an effective squared momentum at which MCS becomes the dominant 
error contribution. 

6.2 Microvertex Track Resolutions 

Although it is possible to compute anticipated resolutions (including MCS ef- 
feeta) for each possible combination of high resolution and low resolution space 
pointa which can constitute an SSD track, it wea imprsctical to use this ap 
proach from the standpoint of CPU demands (large matrix operations on every 
track!) and storage demauda (a 2l’ prcstored covariauce matrices!). The SW 
lution to this problem employs 8 granularity weighting approach. The errors 
are computed for a track-related quantity by assuming the track passed entirely 
through the high resolution region or entirely through the low resolution region 
and then these vnriancee are averaged using the Gaction of high resolution and 
low resolution hits actually used in the given SSD track M weights: 

2 = hi u;i + (1 - hi) u:, (19) 

The reso!uticr of .z track i: expressed M the e::or iz tht r-y pLc for th: track 
when extrapolated to a particular s location. The resolution extrapolated to 
the center of the target for a track couaisting entirely of hits on high resolution 
strips is: 

(20) 

This formula contains MCS effects -‘given by Eq. 18 aa well aa MCS contribu- 
tiolu due to the target and the TX1 trigger counter added in quadrature. The 
target and trigger counter increase the error by only about 20%. 

The anticipated SSD resolutions are compared to the data by measuring 
the transverse distance from 8 given SSD track to a primary vertex from which 
the candidate track has been removed. The anticipated x and y impact error 
should reflect both the uncertainty in the track and the uncertainty in the vertex. 
Events with only one vertex an looked at and each track is considered in turn. 
It is removed from the vertex, the vertu is refitted using the above resolution 
function for each of the tracks and then the following quantities are calculated: 

Aa . = ac-Xv 
q.,-X.) 

and Ah== (22) 
. 

These quantities are shown histogrammed in Figs. 738) and 73b) respectively 
with Gaussian fits superimposed. The widths of these fits are 1.12 and 1.06 
respectively and demonstrate an understanding ofour track resolutions at about 
the 10% level. 
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Figure 75: Distributions of normalkd impact parameters in a) I. and b) y for 
tracks at the primary vertex. The superimposed Gaussian fits demonstrate a 
good understanding of the resolution. 
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Mass of state (MeVd) 
Figure 74: Comparison of the mean nwas of several reconstructed mass peaks 
with Particle Data Group values The difference between the vdue obtained in 
thin experiment and the PDG value in plotted aa a function of the PDG mana 
of the date. 

6.S Mass Scale and Momentum Resolution 

The degree to which the magnetic asp&r of the spectrometer are understood 
is demonstrated by comparing the reconstructed nme.d(~cs of well known objects 
with their accepted values. Figure 74 ahow the reconstructed maw minus the 
Paxtide Data Group masn[50] for the KP, 4, D*, Do, D,, A. and J/+. Over 
a mass range apsnning almost 3 GeV and for tidly differing decay topologies, 
the systematic mea error h Ins then 1 MeV per GeV of mass. 

The momentum resolution can be calculated for tracka whose momentum 
is determined by Ml or MZ. The formulae which w given below contain a 
multiple scattering contribution similar to the one discussed earlier: 

o+ = 3.4% 
P 

(loo&) \il+ (7)’ fmM1 (23) 
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Figure 76: Comparison of momentum obtained from Ml with momentum ob- 
tained from M2. Rt in de&cd in the text. 

3 = 1.4% 
P 

( 100~eV) /w fmM2 (24) 

These formulae can be verified by histogramming the quantity 

(25) 

which is shorn in Fig. 75 with a Gausnian fit superimposed. The width of the 
fltted Gaussian is 1.106 showing that the momentum resolution is well under- 
stood. 

6.4 Performance of the Cerenkov System 

The performance of the &rcnkov counter ayatem has been studied using top- 
logicaUy identified states with known charged particle content. Decays such 



b0 - Ic++Ir- (26) 
K’O - K*+d 

K,O --a *+ +r- 

ho --t p+r- 

can be observed as clean peaks in the appropriate invariant mass distributions 
without relying on the ~erenkov counter identifications. The Cerenkov counter 
perfwnuu~ce can then be evaluated by seeing how often the Cerenkov analysis 
obtains the correct identification for the charged hadrons in these states. The 
signals for these decays are copious, allowing for very high statistics studies. By 
use of strict cuts on the vertex separation, clean samples of D-mesons can also 
be obtained without using Cercnkov information. Thex can also be used to 
verify the performance of the Cerenkov system and the analysis algorithms but 
with lower statistics. Finally, detailed simulations of the &renkov performance 
have been performed and tuned carefully against the data. These provide addi- 
tional insight into the capabilities and limitations of the detecton and analysis 
iechniqnes. 

The efficiency studies are accomplished by measuring the signal in some 
maso peak from a topological analysis and then from the same analysis but with 
additional requirements on the cercnkov particle identification. Two different 
techniquea are used to eliminate the background and get a measurement of 
the true amount of signal: fits to the invariant mass histograms; and sideband 
subtraction. 

The first method is useful for cases where restrictions on the momentum 
and other quantities are applied and the statistics are poor. An example of this 
ia the decay of D mesons, where the requirement of a large vertex separation 
must be imposed to reduce the non-charm background. Figure 76s) shows the 
combined invariant mass histograms for several D meson decay modes with no 
Cerenkov requirements. Figure 76b) haa the additional requirement that the 
single kaon in these decays be identified in the K or K/P categories by the 
hcnkov system. The ratio of the aress of the peaks in the two histograms 
demonstrates an average kaon identification efficiency of 0.60 i 0.04. 

The second method involves binning the events in the signal region accord- 
ing to the &rcnkov identification category of one of the decay particles. Events 
in the background region away from the signal are also binned but are sub- 
tracted from the the signal. An example of the signal region and the sideband 
background regions is shown in Fig. 76~) for the case of 4 decay. Table 13 
gives the fraction of topologically identified kaona falling into each Cerenkov 
category for both D and 4 meson decays. The identification of the proton in 
topologically identified A”s and the pions in the topologically identified Kf is 
also tabulated. The bottom portion of the table gives the fraction of the par- 
ticles which are ‘well-identified’. In the case of kaons, this corresponds to the 
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Figure T : Cercnkov pe’tiamtncc baaed on topologically identified states 

K or K/p categories. Due to the restricted momentum range of the &renkov 
identification, there is no reason to expect kaons from D decay and 4 decay to 
have the same efficiency. More of the know from D decay than from # decay are 
under-specified in the Cerenkov system, which is consistent with their momen- 
tum spectra. Finally, the fraction of the particles in the signal region which fall 
into incoluistent categoria (e.g. kaona identified in a category which is clearly 
other than (L kaon) is listed at the bottom of the table. 

A mend study of Cerenkov efficiency haa been carried out using only the D* 
decay to K*r~r~. Figure 77.~) shows the Krr effective mw distribution for 
combinationsin which three charged particles, rcconatructed utiliring microstrip 
information only, formed a secondary vertex downstream of a production vertex. 
The production vertex waa required to lie within the target. The particles were 
each required to be linked with a track reconstructed in the spectrometer and 
the combination of three tracks had to have a net charge of il. The ken mass 
W’(Y assigned to the particle with the unlike charge. The momentum vector of 
the three track combination wra required to have an impact parameter relative 
to the primary vertex of less than 60pm. A fit to the D* signal in this figure 
yields 1060 f 49 events. 

Figure 77b) shows the same distribution but with henkov identification 
cuts. In order for ca track to be called a pion, its Ccrenkov identification ww “not 
heavy” - that is, it w= not identified aa an unambiguous knon, an unambiguous 
proton, or ru K/proton ambiguous. In order for a track to be called a kaon, 
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Figure 77: K*rrw* et&tire mass distribution for events s&c&d as described 
in the text (a.) without Cerenkov cuts and (b.) with &renkov cuts. 

its identification WIU either w a unique kaon, M ambignoun between ken and 
proton, or, if its momentum was greater than 60 GeV/c, (YI pion/kaon/proton 
ambiguous. A fit to the signal in this plot yields 601 i 41 events. Fxom these 
flts,the Cerenkov efficiency for the Knr system, averaged over the full momen- 
tum range present in this decay, is 74%. 

III a find attempt to understand the performance of the Cerenkov system 
and tht associated particle identification algorithms, a very detailed simulation 
of the Cerenkov counters wea developed. The Monte Carlo simulation for each 
Cerenkov counter explicitly takes into account the threshold, the detailed gt 
ometry of the mirron and light collection cone arrays, and the photon detection 
efllciency for each eelI. The “photon detection efficiency”,i. e. , the &dency, 
avenged over wavelength, for detecting radiated photons M collected photoelec- 
tram, depends on radiator transparency, mirror reflectivity, and photocathode 
quantum efliciency. The simulation of electronics noise, a dguificaut source of 
misidentification below threshold, ia currently being implemented. Simulation 
is carried out not only for tracks which pass all the nay through the counter 
but also for tracks which decay or are produced inside the couuter volume. 

An idlestion of how well the &eukoor simulation works ia obtained by com- 
paring the pion ident&ation efliciencin meammd using minimum bias hadronic 
data with the corresponding efficiencies determined from a charm Monte Carlo 
data sample. In each case, K: decays have been used to tag the pionr. Table 14 
shows efficiencies for assigning the piona various ID’s A ‘perfect” ID is d&cd 
(u the ID which would be assigned to the pion using perfect (high photostatis- 
tics and fine segmentation) &rcnkov counten. III this table, pan is the pion 
thrahold momentum for counter Cu. Tracks with a 2-counter topology are 
tracL which pass through Cl and C2 only while J-counter tracka pm through 
Cl, C2, and C3. “Heavy” meaus the ID is consistent only with a kaon and/or 
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Figure 78: Plot of the efficiency for assigning pious the “perfect” ID M a function 
of momentum for the data and for the Monte Carlo events. 

* proton. 
Overall, the agreement between Monte Carlo simulation and data is satisfac- 

tory. The discrepancy in the efficiency for misidentifying 2-counter (tcounter) 
pious with momenta b&w the Cl (CJ) pion threshold M electrons should be 
largely removed with the addition of electronics noise simulation. 

The efficiency for assigning pions the “perfect” ID ic plotted ea a function 
of momentum is shown in Pig. 78 for both data and Monte Carlo events. The 
agreement between data and the simulation ia very good when one considers 
that noise simulation is not yet included and that real differencea between Monte 
Carlo event topologies and data event topologies do exist. 

6.6 Measurement of Proper Time Distributions of Short 
Lived Particles 

The ability of the tracking system to resolve a heavy quark decay vertex from 
the primary interaction vertex (and the accompanying heavy quark state) has 
been identified M a major tool for bringing out signals for short-lived particles 
and suppressing backgrounds. This capability, of course, implies the ability to 
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Table 13: Cerenkov Identification by Categories 
ID category Kaons (D) Kaonn (4) protons (A) Pions (If, 
none .009*.015 .040*.010 .OBBf.OlS .026+.002 
electron -.009*.020 .003*.007 .003f.008 .030~.002 
* .035~k.O38 .014*.014 .037*.015 .306*.006 

e/r -.008+.055 .106zt.O30 .037zk.O28 .347&006 
K .266&019 .402f.020 .069~.013 .014*.001 

K/r .010*.004 .006f.003 .002f.001 .004*.001 
Kfre .14Oi.O23 -.011*.009 .Ollf.010 .016i.O01 

P .04Oi.O12 .050*.009 .376+.026 .005*.001 

K/P .400*.030 .38O~t.O20 .426f.028 .012~.001 

*/K/P .060f.050 .010*.007 .029*.010 .210f.005 

+/K/P .O(lOf.OZO .001*.019 .018it.009 .050*.002 
K or K/p .670f.036 .780f.028 - 

P or Kip - .804f.038 - 
I or e/r - .653f.008 
inconsist .071*.070 .210f.030 .153f.039 .087f.003 

Table 14: Comparison of efficiencica for Cerenkov identification of piona from 
If.0 decay in data and in Monte Carlo event 

0 Topology 1 ID 

n S-counter 1 Pion consistent 

Electron (p < pot) 

Electron (p < pm) 
UnpIeS. 

Data 1 Monte Carlo 

0.90 1 0.90 
0.78 0.79 
0.06 0.01 

-ii+--% 

0.04 0.04 



measure the time evolution of weak decays. In this section, the measurement 
of the proper time distribution for weak decays is discussed briefly. The time 
evolution of D” decays, where the D* is detected through the Kxr final state, 
is presented as au example. The detailed methods used to extract lifetimes, 
to account for backgrounds, and to correct the observed time evolution are 
diiussed elsewhere [51]. 

The measured proper time G,,.., and its estimated uncertainty ot for the 
decay of a particle of mass Mx with momentum Px are: 

(27) 

and 

The uncertainty in the proper time has been discussed above and hlu the value 
0.048 picoaeconds; it depends only weakly on the event topology and momentum. 

The 18w time distribution will not look exactly like a pure exponential with 
the mean lifetime of a D* for several reasons: 

1. Background events enter the time distribution along with signal events 
and are likely to distort it. 

2. The signals are extracted by applying a significance of detachment cut, 
which means that the ‘proper time’ cut varies on au event-by-event basis. 

3. There is a loss of signal at small values of the proper time. This comes 
from the fact that resolution effects may push ‘signal’ events to negative 
lifetimes but there is no compensation from the other direction since there 
arc no true ‘negative’ lifetime events. 

4. The spectrometer does not have a uniform geometric efficiency as c. func- 
tion of proper time. At large proper times, D*‘s may live long enough 
to decay in the microstrip detector it&f which makes them more difficult 
to reconstruct. Particles which are produced and decay far from the mi- 
crostdp detector have a lower acceptance than those that are produced 
and decay nearer to it. 

5. The proper time distribution must be corrected for such effects as the 
absorption of the parent particle and the decay products in the target. 

Corrections are applied to the raw distributions to remove each of these 
effects. The second effect can be handled by using the so-called ‘reduced proper 
time’ [52]: 

G = L.... - Na. (29) 

The number N is chosen arbitrarily but must be greater than or equal to the 
cut used to select the signal. The it parent distribution for the signal is also 
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Figure 79: The modulator functions e(t,) for (a) N = 3 and (b) N = 5 

an exponential with the same lifetime. This means that the clock is started 
for each event based on the topology (resolution) for that event. The lifetime 
should, in principle, be independent of the value chosen for N. Effects 3,4, and 5 
are handled by means of a ‘modulator’ function c(t,) which is determined from 
Monte Carlo studies. 

The correction for the background can be handled by applying sideband 
subtractions, by psrameterising it, or by trying to understand in detail the 
soouma of background and mode&y them. All these approaches have been 
punned and arc discussed elsenhere[51]. 

Figures 79a) and b) show the ‘modulator’ functions determined from the 
Monte Carlo for N = 3 and N = 5, respectively. The distributiona in the 
quantity + are shown in Fig. 808) and b) for a choice of N = 3 and N = 5, 
respectively. These particular distributions have been corrected by the appro- 
pdate function c(C) and have had the background subtracted. The background 
ha, been determined using sidebands in the mass distribution above and below 
the signal and then employing a maximum likelihood fit to obtain the ‘signal’ 
in each bin oft,. The curves superimposed on the figurea are exponenti& with 
lifetimca between 1.05 and 1.10 picoseconds, in good agreement with the world 
averagc[SO]. The final value and the associated statistical and systematic un- 
cert.&tics are still being evaluated, but the ability of the detector to produce 
high quality time evolution distributions ia clearly demonstrated. 
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Figure 80: The corrected reduced time distribution for the D* for (a) N = 3 
and (b) N = 5 
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Figure 81: Mass plot of the final state K.OK+K- 

7 Conclusion 

The E687 detector described above has been shown to have excellent tracking 
and particle identification capabilities. The detectors themselves are capable of 
sustaining high particle fluxes and they are backed up by a fast and reasonably 
sophisticated trigger and a data acquisition system capable of logging about 
3000 events per Fermilab beam spill. These characteristics are required to do 
high precision studies of the complex final states into which particles containing 
heavy quarks decay. So far, the main successes of the spectrometer have been in 
studying states decaying to charged particles. Analysis of states containing phc- 
tons is non underway and improvements to the detector promise to add this to 
the catalog of its strengths. Figure III shows a plot of the Rnal etate K,OK+K- 
whose analysis employs all the power of the vertexing, neutral vee rcconstruc- 
tion, and particle identification and is II find demonstration of the sbiity of the 
spectrometer to reconstruct complex decay modes. This spectrometer should 
provide spectacular samples of fully reconstructed charmed particles that will 
provide new insights into the weak decays of these fascinating and unusual ob 
jects. 
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A Derivation of Fast Trace 

The starting point is the expression 

(A- 1) 

with the identities: 

and, 

S’E (i+ fi), (A - 2) 

fE &, (A - 3) 

.29997 ' - ; E - 
P I 

r'(q) x q*+fz, C-4-4) 
za 

Notice that r contains the initial conditions only and a’ contains all the field 
information. 

As an example, the case of the y view only is treated here. Equation A-l is 
expanded in a Taylor series to give the result: 

(A-5) 

Next, the binomial expansion is used to deal with the polynomial: 

” ] 1 - I+ - d “=r=O (A-6) 

The expressions A-Z-A-4 are inserted into the equation (A-8) the binomial ex- 
psnsion is applied again, an identity from the calculus dealing with series forms 
of derivatives is employed and the final result emerges: 

with this definition 

F('a') E -&$ & Y (A - 8) 

A similar expression cm be found for z’ by exchanging the x-y subscripts in 
equations (A-7) and (A-g). 
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Figure B-l: Layout of the beam tagging spectrometer 

B Beam Electron Momentum Tagging System 

In the first run of Eggi’, the incident photon energy wan poorly measured be- 
cause of the momentum spread of the beam electrons. In order to improve this 
measurement, it is necessary to measure the momentum of each electron before 
it reaches the radiator. 

B.l The Beam Tagging Spectrometer 

Beam tagging for the second run of E6g7 has been accomplished by using the 
pair of dipoles which form the final piece of the double dogleg IU a magnetic 
spectrometer. The deflection due to these magnets is measured by 5 large-area 
microstrip detectors. These detectors have a total active area of 7.7cmx 5.7 
cm. Each detector har 266 strips of SOOp pitch. Two detectors upstream of the 
dipoles measure the incoming angle and two downstream measure the outgoing 
angle. A detector located in the small gap between the two dipoles improves 
the pattern recognition capability of this spectrometer when two tracks sre 
found in the same radiofrequency bucket and helps avoid confusion due to 
spurious hits. Planes #4 and #S ( th e most downstream ones ) are set as 
far apart as M possible. The separation is limited by a beamline quadrupole. 
Monte Carlo simulation shows that the best performance, taking into account 
both resolution and acceptance, is obtained when the upstream microstrips are 
placed in a symmetric configuration. The distance between plane #l and plane 
#5 is 13.7 meters. The location of the microstrip planes is shown in Fig. B-l. 
The predicted resolution is about 1.6% and the acceptance is about 61% of the 
electron beam whose bremsatrahlung photons reach the experimental target. 
This resolution is well matched to the resolution of the RESH, when it is used 
to provide an energy measurement of the electron after it radiates. 
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Figure B-Z: Timing relationships in the beam tagging system. 

B.2 Beam Tagging Electronics and Setup 

The system has been operated with beam intensity in excess of 10’ pzuticlea/sec. 
Aa a result, the jitter of the detector pulsea with respect to any latching strobe 
must be kept (u small Y possible. For this reason it was decided to put the 
reed out electronics close to the detector to avoid long trwnission lines for the 
1260 channels. 

The 2nd level trigger from the E667 spectrometer is available at the detector 
site about 2.5 us after the beam particle crosses the detector. This meana that 
the readout system must have enough memory to hold the addresses of hit strips 
until the arrival of the trigger. 

The working principle of the detector is illustrated in Fig. B-2. The beam 
particles have a constant phase with respect to the accelerator rf signal. This 
phase relationship is degraded by (L few ns by the jitter introduced by the detec- 
toqthe preamplifier, and the discriminator. The sign& from the discriminator 
are sent to a “shift register” continuously clocked by the accelerator rf signal. 
When an event trigger occurs, a signal is sent from the counting room to the 
syatcm in the beam line to stop the shift register. Since the decision time is 
constant, the time interval between the pulse at the input of the shift register 
and the stop signal is also constant. One cau then read the proper cell in the 
shift register at a fired offaet (in rf units) from the stop. 

The accelerator rfis X7 Mhr and the localization of a particle inside a single 
rf bucket is about 1 ns. As etated in the previous paragraph, the If/data timing 
is very important. To miuimize the jitter of the data being written into the 
memories with respect to the rf, a fast current preampliflcr with a rise time of 
about 10 ns is used. These have been realired on thick film circuits and have a 
bipolar input transistor. The noise FWHM is equivalent to 16 KeV in silicon 
with the detector connected, for a signal to noise ratio of 11. 

Each strip has a discriminator with an independent CAMAC programmable 
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threshold. The output signal from these discriminators is aa wide as the rf 
period. This is done to avoid latching the same signal in more than one memory 
location once the rf/data timing has been properly set. 

Hit data for each channel is stored in feat ECL circular memories clocked by 
the 53 MHs accelerator rf, which synchronizes them with the beam structure. 
Since the objective is to extract the data for the triggered particle by subtracting 
a constant delay from the memories upon stop signal arrival, both the If/data 
timing, and also the rf/rtop timing arc very important. These are set in the 
following way: the flnt level trigger, whose maximum jitter with respect to the 
d is il us, cnabla a counter clocked by the d This counter in set in such a 
way that the end-counting signal, whose timing is set by the rf, comes a few ns 
after the eventual second level trigger. The stop signal to the memo&a is the 
coincidence between these two signals. In this way the stop signal has no jitter 
with respect to the tf and the memories arc stopped only when the second level 
trigger is present. 

The readout is started approximately 50 ns after the stop arrival. It is done 
through a daisy chain with a 32 bit data bus, connecting the 8 memoria in the 
same plane to the local (plane) termination unit and the 5 termination units 
in the system among them. The first termination unit is the master and it is 
connected to the EBg7 FASTBUS DAQ. While data are being read out, they 
are also stored inside the local termination and can be accessed via CAMAC 
for independent monitoring. The readout is 5 x 10” 32 bit words/a for a total 
readout time of 8 ps. After the last memory has been read out the system is 
immediately restarted to take new data. 

A test with a SrBo sourcc,fully confirmed with the beam, showed that it 
is possible to set the thresholds in such II way as to have an acceptably low 
number of spurious hits due to electronic noise and stilJ have 100% efficiency on 
the signal. High statistica threshold curves of the noise spectra normalized to 
the number of samplings were made for each channel and then a program set 
the thresholds at a level of less then 1 spurious hit per strip over 1000 samplings. 
For 1280 channels, this given 1.2 spurious hits per event; this does not present 
a problem to the pattern recognition program. 

Each of the 40 memories uwd in the system has an independent constant 
delay (measured in terms of d buckets) between the iotiation collection and 
the arrival of the stop signal. The expected offset is calculated and then the 
timing in “scanned” around that value in one rf bucket steps. There is a uniform 
background of counts for the wrong offsets and a sharp growth when the offset 
is correctly set to the rf bucket of the triggered particle. 

Each of the 40 memories requires two separate delays to set the correct 
timing between the rf signal and the data and between the rf signal and the 
stop. The rf/stop timing w(u first set using the electronic calibration data. 
Then the rf/data timing was set in such a way to always latch the data in only 
one memory location. 



B.3 Pion Calibration and Electron Data. 

The system has been aligned by turning off the bending magnets and taking 
straight-through electrons. 

The measurement of the resolution and the absolute momentum calibxlr- 
tion ia accomplished by passing a low intensity pion beam into the E687 spec- 
trometer. The momentum measurement of the beam tagging system, P<.~, 
is then acQustcd so that it agreea with the momentum measurement of the 
ape&ometer,p,,... The acelusey of the spectrometer momentum mcssurcment 
w(u discrwd previously. The studia required to achieve full resolution and 
at4ute calibration of the spectrometer for the second running period are still 
in progress, so the results of this study must be viewed M preliminary. 

Low intensity pion runs at 30, 60 and 350 Gev have been taken with the 
radiator and the target removed. Only events with one track in both the beam 
tagging system and the Et387 spectrometer are used. The field in the “beam 
tagging magnets” has been scaled with the pion beam energy, so that the beam 
tagging raolution (apart Tom MCS effects that have been taken into account) is 
constant and predicted to be about l.S%, while the expected resolution for the 
spectrometer is about 5% at S50 GeV. The overall resolution at 550 GeV wm 
about 7% and was mainly due to the spectrometer because the final magnetic 
alignment had not been performed for the second run. At SO and 60 GeV, where 
the spectrometer resolution is much better than the beam tagging resolution, 
the observed beam tagging resolution in both casn is about 2%, very close to 
the predicted value. The results are shown in Fig. B-3. Andysir of these data 
will be repeated when the final magnetic alignment of the spectrometer for the 
second running period is completed. 

Efliciency studia have been performed for each strip using tracks within the 
acceptance and the average efficiency pex plane is about 98%. This includes the 
effect of dead electronics channels and disconnected strips. 
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Figure B-3: The quantity (pt., - p,r..)/p,I.. for a) 350 GeV/c pious and b) 
60 GcV/c piona. The resolution in the first plot, m = 7.4% is dominated by the 
spectrometer resolution. The resolution in b), CT = 2.6% is dominated by the 
beam tagging resolution. 
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